Data Acquisition and Signal Processing for Smart Sensors
Nikolay Kirianaki, Sergey Yurish, Nestor Shpak, Vadim Deynega
Copyright © 2002 John Wiley & Sons Ltd

ISBNs: 0-470-84317-9 (Hardback); 0-470-84610-0 (Electronic)

DATA ACQUISITION AND
SIGNAL PROCESSING
FOR SMART SENSORS



DATA ACQUISITION AND
SIGNAL PROCESSING
FOR SMART SENSORS

Nikolay V. Kirianaki and Sergey Y. Yurish

International Frequency Sensor Association, Lviv, Ukraine

Nestor O. Shpak

Institute of Computer Technologies, Lviv, Ukraine

Vadim P. Deynega
State University Lviv Polytechnic, Ukraine

JOHN WILEY & SONS, LTD



Copyright © 2002 by John Wiley & Sons, Ltd
Baffins Lane, Chichester,
West Sussex, PO19 1UD, England

National 01243 779777

International (+44) 1243 779777

e-mail (for orders and customer service enquiries): cs-books @wiley.co.uk
Visit our Home Page on http://www.wileyeurope.com

All Rights Reserved. No part of this publication may be reproduced, stored in a retrieval system, or
transmitted, in any form or by any means, electronic, mechanical, photocopying, recording,
scanning or otherwise, except under the terms of the Copyright, Designs and Patents Act 1988 or
under the terms of a licence issued by the Copyright Licensing Agency Ltd, 90 Tottenham Court
Road, London, UK WI1P OLP, without the permission in writing of the Publisher.

Neither the authors nor Jon Wiley & Sons Ltd accept any responsibility or liability for loss or
damage occasioned to any person or property through using the material, instructions, methods or
ideas contained herein, or acting or refraining from acting as a result of such use. The authors and
Publisher expressly disclaim all implied warranties, including merchantability of fitness for any
particular purpose.

Designations used by companies to distinguish their products are often claimed as trademarks. In
all instances where John Wiley & Sons is aware of a claim, the product names appear in initial
capital or capital letters. Readers, however, should contact the appropriate companies for more
complete information regarding trademarks and registration.

Other Wiley Editorial Offices

John Wiley & Sons, Inc., 605 Third Avenue,
New York, NY 10158-0012, USA

Wiley-VCH Verlag GmbH, Pappelallee 3,
D-69469 Weinheim, Germany

John Wiley & Sons Australia, Ltd, 33 Park Road, Milton,
Queensland 4064, Australia

John Wiley & Sons (Asia) Pte Ltd, 2 Clementi Loop #02-01,
Jin Xing Distripark, Singapore 129809

John Wiley & Sons (Canada) Ltd, 22 Worcester Road,
Rexdale, Ontario MOW 1L1, Canada

Library of Congress Cataloging-in-Publication Data

Data acquisition and signal processing for smart sensors / Nikolay V. Kirianaki ... [et al.].
p. cm.
Includes bibliographical references and index.
ISBN 0-470-84317-9 (alk. paper)
1. Detectors. 2. Microprocessors. 3. Signal processing. 4. Automatic data collection
systems. . Kirianaki, Nikolai Vladimirovich.

TA165. D38 2001
681'.2—dc21 2001046912

British Library Cataloguing in Publication Data
A catalogue record for this book is available from the British Library

ISBN 0 470 84317 9

Typeset in 10/12pt Times by Laserwords Private Limited, Chennai, India

Printed and bound in Great Britain by Biddles Ltd, Guildford & King’s Lynn

This book is printed on acid-free paper responsibly manufactured from sustainable forestry,
in which at least two trees are planted for each one used for paper production.



CONTENTS

Preface
List of Abbreviations and Symbols
Introduction

1 Smart Sensors for Electrical and Non-Electrical, Physical and
Chemical Variables: Tendencies and Perspectives
1.1 Temperature IC and Smart Sensors
1.2 Pressure IC and Smart Sensors and Accelerometers
1.3 Rotation Speed Sensors
1.4 Intelligent Opto Sensors
1.5 Humidity Frequency Output Sensors
1.6 Chemical and Gas Smart Sensors
Summary

2 Converters for Different Variables to Frequency-Time
Parameters of the Electric Signal
2.1 Voltage-to-Frequency Converters (VFCs)
2.2 Capacitance-to-Period (or Duty-Cycle) Converters
Summary

3 Data Acquisition Methods for Multichannel Sensor
Systems

3.1 Data Acquisition Method with Time-Division Channelling
3.2 Data Acquisition Method with Space-Division Channelling
3.3 Smart Sensor Architectures and Data Acquisition
3.4 Main Errors of Multichannel Data-Acquisition Systems
3.5 Data Transmission and Error Protection

3.5.1 Essence of quasi-ternary coding

3.5.2 Coding algorithm and examples

3.5.3 Quasi-ternary code decoding

Summary

ix

xiii

XV

14
18
23
24
24
27

29
29
47
50

51
52
55
57
59
61
62
62
65
67



vi CONTENTS

4 Methods of Frequency-to-Code Conversion 69
4.1 Standard Direct Counting Method (Frequency Measurement) 70
4.2 Indirect Counting Method (Period Measurement) 74
4.3 Combined Counting Method 79

4.4 Method for Frequency-to-Code Conversion Based on Discrete
Fourier Transformation 82
4.5 Methods for Phase-Shift-to-Code Conversion 85
Summary 86

5 Advanced and Self-Adapting Methods of Frequency-to-Code

Conversion 89
5.1 Ratiometric Counting Method 89
5.2 Reciprocal Counting Method 94
5.3 M/T Counting Method 94
5.4 Constant Elapsed Time (CET) Method 96
5.5 Single- and Double-Buffered Methods 96
5.6 DMA Transfer Method 97
5.7 Method of Dependent Count 98

5.7.1 Method of conversion for absolute values 99
5.7.2 Methods of conversion for relative values 100
5.7.3 Methods of conversion for frequency deviation 104
5.7.4 Universal method of dependent count 104
5.7.5 Example of realization 105
5.7.6 Metrological characteristics and capabilities 107
5.7.7 Absolute quantization error A, 107
5.7.8 Relative quantization error & 109
5.7.9 Dynamic range 110

5.7.10 Accuracy of frequency-to-code converters based
on MDC 112
5.7.11 Calculation error 114
5.7.12 Quantization error (error of method) 114
5.7.13 Reference frequency error 114
5.7.14 Trigger error 115
5.7.15 Simulation results 117
5.7.16 Examples 120
5.8 Method with Non-Redundant Reference Frequency 121
5.9 Comparison of Methods 123
5.10 Advanced Method for Phase-Shift-to-Code Conversion 125
Summary 126
6 Signal Processing in Quasi-Digital Smart Sensors 129
6.1 Main Operations in Signal Processing 129
6.1.1 Adding and subtraction 129
6.1.2 Multiplication and division 130
6.1.3 Frequency signal unification 132

6.1.4 Derivation and integration 135



6.2

CONTENTS

Weight Functions, Reducing Quantization Error
Summary

7 Digital QOutput Smart Sensors with Software-Controlled
Performances and Functional Capabilities

7.1

7.2

7.3
7.4

7.5
7.6

Program-Oriented Conversion Methods Based on Ratiometric
Counting Technique

Design Methodology for Program-Oriented Conversion Methods

7.2.1 Example
Adaptive PCM with Increased Speed
Error Analysis of PCM
7.4.1 Reference error
7.4.2 Calculation error
7.4.3 Error of Ty forming
Correction of PCM’s Systematic Errors
Modified Method of Algorithm Merging for PCMs
Summary

8 Multichannel Intelligent and Virtual Sensor Systems

8.1
8.2

8.3
8.4
8.5
8.6

8.7

One-Channel Sensor Interfacing
Multichannel Sensor Interfacing

8.2.1 Smart rotation speed sensor

8.2.2 Encoder

8.2.3 Self-adaptive method for rotation speed measurements

8.2.4 Sensor interfacing
Multichannel Adaptive Sensor System with Space-Division
Channelling
Multichannel Sensor Systems with Time-Division Channelling
Multiparameters Sensors
Virtual Instrumentation for Smart Sensors

8.6.1 Set of the basic models for measuring instruments
Estimation of Uncertainty for Virtual Instruments
Summary

9 Smart Sensor Design at Software Level

9.1
9.2

Microcontroller Core for Smart Sensors
Low-Power Design Technique for Embedded Microcontrollers
9.2.1 Instruction selection and ordering
9.2.2 Code size and speed optimizations
9.2.3  Jump and call optimizations
9.2.4 Cycle optimization
9.2.5 Minimizing memory access cost
9.2.6 Exploiting low-power features of the hardware
9.2.7 Compiler optimization for low power
Summary

vii

136
142

143

145
150
158
161
164
165
171
173
174
175
182

183
183
184
185
187
188
190

193
197
199
199
201
215
224

225
225
227
234
234
236
237
239
240
241
244



viii CONTENTS

10 Smart Sensor Buses and Interface Circuits 245
10.1 Sensor Buses and Network Protocols 245

10.2 Sensor Interface Circuits 248
10.2.1 Universal transducer interface (UTI) 248

10.2.2  Time-to-digital converter (TDC) 252

Summary 253

Future Directions 255
References 257
Appendix A What is on the Sensors Web Portal? 267
Glossary 269

Index 275



PREFACE

Smart sensors are of great interest in many fields of industry, control systems, biomed-
ical applications, etc. Most books about sensor instrumentation focus on the classical
approach to data acquisition, that is the information is in the amplitude of a voltage or a
current signal. Only a few book chapters, articles and papers consider data acquisition
from digital and quasi-digital sensors. Smart sensors and microsensors increasingly rely
on resonant phenomena and variable oscillators, where the information is embedded not
in the amplitude but in the frequency or time parameter of the output signal. As a rule,
the majority of scientific publications dedicated to smart sensors reflect only the tech-
nological achievements of microelectronics. However, modern advanced microsensor
technologies require novel advanced measuring techniques.

Because data acquisition and signal processing for smart sensors have not been
adequately covered in the literature before, this book aims to fill a significant gap.

This book is based on 40 years of the authors’ practical experience in the design and
creation of sensor instrumentation as well as the development of novel methods and
algorithms for frequency—time-domain measurement, conversion and signal processing.
Digital and quasi-digital (frequency, period, duty-cycle, time interval and pulse number
output) sensors are covered in this book.

Research results, described in this book, are relevant to the authors’ international
research in the frame of different R&D projects and International Frequency Sensor
Association (IFSA) activity.

Who Should Read this Book?

This book is aimed at PhD students, engineers, scientists and researchers in both
academia and industry. It is especially suited for professionals working in the field
of measuring instruments and sensor instrumentation as well as anyone facing new
challenges in measuring, and those involved in the design and creation of new digital
smart physical or chemical sensors and sensor systems. It should also be useful for
students wishing to gain an insight into this rapidly expanding area. Our goal is to
provide the reader with enough background to understand the novel concepts, principles
and systems associated with data acquisition, signal processing and measurement so
that they can decide how to optimize their sensor systems in order to achieve the best
technical performances at low cost.
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How this Book is Organized

This book has been organized into 10 chapters.

Chapter 1, Smart sensors for electrical and non-electrical, physical and chemical
quantities: the tendencies and perspectives, describes the main advantages of
frequency—time-domain signals as informative parameters for smart sensors. The
chapter gives an overview of industrial types of smart sensors and contains
classifications of quasi-digital sensors. Digital and quasi-digital (frequency, period,
duty-cycle, time interval and pulse number output) sensors are considered.

Chapter 2, Converters for different variables to frequency—time parameters of elec-
tric signals, deals with different voltage (current)-to-frequency and capacitance-to-
period (or duty-cycle) converters. Operational principles, technical performances and
metrological characteristics of these devices are discussed from a smart sensor point
of view in order to produce further conversion in the quasi-digital domain instead of
the analog domain. The open and loop (with impulse feedback) structures of such
converters are considered. (Figures 2.11, 2.12, 2.13, 2.14, 2.15 and some of the text
appearing in Chapter 2, section 2.1, are reproduced from New Architectures of Inte-
grated ADC, PDS 96 Proceedings. Reproduced by permission of Maciej Nowinski.)

Chapter 3, Data acquisition methods for multichannel sensor systems, covers multi-
channel sensor systems with cyclical, accelerated and simultaneous sensor polling. Data
acquisition methods with time-division and space-division channelling are described.
The chapter contains information about how to calculate the time-polling cycle for
a sensor and how to analyse the accuracy and speed of data acquisition. Main smart
sensor architectures are considered from a data acquisition point of view. Data transmit-
ting and error protection on the basis of quasi-ternary cyclic coding is also discussed.

Chapter 4, Methods of frequency-to-code conversion for smart sensors, discusses
traditional methods for frequency (period)-to-code conversion, including direct, indi-
rect, combined, interpolation, Fourier conversion-based counting techniques as well as
methods for phase-shift-to-code conversion. Such metrological characteristics as quan-
tization error, conversion frequency range and conversion speed as well as advantages
and disadvantages for each of the methods are discussed and compared.

Chapter 5, Advanced and self-adapting methods of frequency-to-code conversion,
discusses reciprocal, ratiometric, constant elapsed time (CET), M/T, single-buffered,
double-buffered and DMA transfer advanced methods. Comparative and cost-effective
analyses are given. Frequency ranges, quantization errors, time of measurement and
other metrological performances as well as hardware and software requirements for
realization from a smart sensor point of view are described. This chapter is very
important because it also deals with the concepts, principles and nature of novel self-
adapting methods of dependent count (MDC) and the method with non-redundant
reference frequency. The chapter covers main metrological performances including
accuracy, conversion time, frequency range as well as software and hardware for MDC
realization. Advanced conversion methods for frequencies ratio, deviations and phase
shifts are also described. Finally, some practical examples and modelling results are
presented.

Chapter 6, Signal processing for quasi-digital smart sensors, deals with the main
frequency signal manipulations including multiplication, division, addition, subtraction,
derivation, integration and scaling. Particular attention has been paid to new methods
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of frequency multiplication and scaling with the aim of frequency signal unification.
Different wave shapes (sine wave, sawtooth, triangular and rectangular) of a sensor’s
output are considered. It is also shown how the weight function averaging can be used
for noise and quantization error reduction.

Chapter 7, Digital output smart sensors with software-controlled performances and
functional capabilities, discusses program-oriented methods for frequency-, period-,
duty-cycle-, time-interval-, phase-shift- and pulse-number-to-code conversion and
digital smart sensors. The design methodology for optimal program-oriented conversion
methods, correction of systematic errors and the modified method of algorithms
merging are considered. Examples are given. This chapter also describes specific errors
and features.

Chapter 8, Multichannel intelligent and virtual sensor systems, describes smart
sensor systems with time- and space-division frequency channelling. Both are based
on the method of dependent count. Comparative analysis is given. Performances and
features are illustrated by an ABS smart sensor microsystem example. Multiparame-
ters sensors are also considered. The chapter includes information about virtual sensor
instrumentation and how to estimate the total error of arranged system. Definitions and
examples (temperature, pressure, rotation speed virtual instruments) are given.

Chapter 9, Smart Sensor Design at Software level, deals with embedded microcon-
troller set instruction minimization for metering applications (to save chip area) and
low-power design techniques—optimal low-power programming (for power consump-
tion reduction). Many practical ‘hints’ (e.g. instruction selection and ordering, jump,
call and cycle optimization, etc.), recommendations and examples are given.

Chapter 10, Smart sensor buses and interface circuits, describes sensor buses and
network protocols from the smart sensor point of view. Modern sensor interface circuits
are discussed. Particular attention has been given to the Universal Transducer Inter-
face (UTI) and Time-to-Digital Converter (TDC), which allow low-cost interfacing
with different analog sensors elements such as Pt resistors, thermistors, potentiometer
resistors, capacitors, resistive bridges, etc. and convert analog sensor signals to the
quasi-digital domain (duty-cycle or time interval).

Finally, we discuss what the future might bring.

References. Apart from books, articles and papers, this section includes a large
collection of appropriate Internet links, collected from the Sensors Web Portal launched
by the authors.
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INTRODUCTION

Rapid advances in IC technologies have brought new challenges to the physical design
of integrated sensors and micro-electrical-mechanical systems (MEMS). Microsystem
technology (MST) offers new ways of combining sensing, signal processing and actu-
ation on a microscopic scale and allows both traditional and new sensors to be realized
for a wide range of applications and operational environments. The term ‘MEMS’ is
used in different ways: for some, it is equivalent to ‘MST’, for others, it comprises
only surface-micromechanical products. MEMS in the latter sense are seen as an
extension to IC technology: ‘an IC chip that provides sensing and/or actuation func-
tions in addition to the electronic ones’ [1]. The latter definition is used in this
book.

The definition of a smart sensor is based on [2] and can be formulated as: ‘a smart
sensor is one chip, without external components, including the sensing, interfacing,
signal processing and intelligence (self-testing, self-identification or self-adaptation)
functions’.

The main task of designing measuring instruments, sensors and transducers has
always been to reach high metrology performances. At different stages of measurement
technology development, this task was solved in different ways. There were technolog-
ical methods, consisting of technology perfection, as well as structural and structural-
algorithmic methods. Historically, technological methods have received prevalence
in the USA, Japan and Western Europe. The structural and structural-algorithmic
methods have received a broad development in the former USSR and continue devel-
oping in NIS countries. The improvement of metrology performances and extension
of functional capabilities are being achieved through the implementation of particular
structures designed in most cases in heuristic ways using advanced calculations and
signal processing. Digital and quasi-digital smart sensors and transducers are not the
exception.

During measurement different kinds of measurands are converted into a limited
number of output parameters. Mechanical displacement was the first historical type
of such (unified) parameters. The mercury thermometer, metal pressure gauge, pointer
voltmeter, etc. are based on such principles [3]. The amplitude of an electric current or
voltage is another type of unified parameter. Today almost all properties of substances
and energy can be converted into current or voltage with the help of different sensors.
All these sensors are based on the use of an amplitude modulation of electromagnetic
processes. They are so-called analog sensors.

Digital sensors appeared from a necessity to input results of measurement into
a computer. First, the design task of such sensors was solved by transforming an
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analog quantity into a digital code by an analog-to-digital converter (ADC). The
creation of quasi-digital sensors, in particular, frequency sensors, was another very
promising direction [3]. Quasi-digital sensors are discrete frequency—time-domain
sensors with frequency, period, duty-cycle, time interval, pulse number or phase shift
output. Today, the group of frequency output sensors is the most numerous among all
quasi-digital sensors (Figure I). Such sensors combine a simplicity and universatility
that is inherent to analog devices, with accuracy and noise immunity, proper to
sensors with digital output. Further transformation of a frequency-modulated signal was
reduced by counting periods of a signal during a reference time interval (gate). This
operation exceeds all other methods of analog-to-digital conversion in its simplicity
and accuracy [4].

Separate types of frequency transducers, for example, string tensometers or induction
tachometers, have been known for many years. For example, patents for the string
distant thermometer (Patent No. 61727, USSR, Davydenkov and Yakutovich) and
the string distant tensometer (Patent No. 21525, USSR, Golovachov, Davydenkov
and Yakutovich) were obtained in 1930 and 1931, respectively. However, the output
frequency of such sensors (before digital frequency counters appeared) was measured
by analog methods and consequently substantial benefit from the use of frequency
output sensors was not achieved practically.

The situation has changed dramatically since digital frequency counters and
frequency output sensors attracted increasing attention. As far back as 1961 Professor
P.V. Novitskiy wrote: ‘... In the future we can expect, that a class of frequency
sensors will get such development, that the number of now known frequency sensors
will exceed the number of now known amplitude sensors. ..” [3]. Although frequency
output sensors exist practically for any variables, this prognosis has not yet been fully
justified for various reasons.

With the appearance in the last few years of sensor microsystems and the heady
development of microsystem technologies all over the world, technological and cost
factors have increased the benefits of digital and quasi-digital sensors. Modern tech-
nologies are able to solve rather complicated tasks, concerned with the creation of
different sensors. Up to now, however, there have still been some major obstacles
preventing industries from largely exploiting such sensors in their systems. These are
only some subjective reasons:

Time Interval
6% Pulse Number
2%
Duty-Cycle

12%
\ Digital
./ B
35% /

Figure I Classification of sensors from discrete group in terms of output signals (IFSA, 2001)
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e The lack of awareness of the innovation potential of modern methods for frequency-
time conversion in many companies, as processing techniques have mainly been
developed in the former Soviet Union.

e The tendency of companies to return, first of all, major expenditures, invested in
the development of conventional ADCs.

e The lack of emphasis placed on business and market benefits, which such measuring
technologies can bring to companies etc.

Today the situation has changed dramatically. According to Intechno Consulting,
the non-military world market for sensors has exceeded expectations with US$32.5
billion in 1998. By 2003, this market is estimated to grow at an annual rate of 5.3%
to reach US$42.2 billion. Under very conservative assumptions it is expected to reach
US$50-51 billion by 2008; assuming more favourable but still realistic economic
conditions, the global sensor market volume could even reach US$54 billion by 2008.
Sensors on a semiconductor basis will increase their market share from 38.9% in 1998
to 43% in 2008. Strong growth is expected for sensors based on MEMS-technologies,
smart sensors and sensors with bus capabilities [5]. It is reasonable to expect that silicon
sensors will go on to conquer other markets, such as the appliances, telecommunications
and PC markets [6].

We hope that this book will be a useful and relevant resource for anyone involved
in the design of high performance and highly efficient digital smart sensors and data
acquisition systems.
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SMART SENSORS FOR
ELECTRICAL AND
NON-ELECTRICAL, PHYSICAL
AND CHEMICAL VARIABLES:
TENDENCIES AND
PERSPECTIVES

The processing and interpretation of information arriving from the outside are the main
tasks of data acquisition systems and measuring instruments based on computers. Data
acquisition and control systems need to get real-world signals into the computer. These
signals come from a diverse range of transducers and sensors. According to [7] ‘Data
Acquisition (DAQ) is collecting and measuring electrical signals from sensors and
transducers and inputting them to a computer for processing.” Further processing can
include the sensors’ characteristic transformation, joint processing for many parame-
ters as well as statistical calculation of results and presenting them in a user-friendly
manner.

According to the output signal, sensors and transducers can be divided into potential
(amplitude), current, frequency, pulse-time and code. As a result, the task of adequate
sensor interfacing with PCs arises before the developers and users of any data acqui-
sition systems. Therefore special attention must be paid to the problems of output
conversion into a digital format as well as to high accuracy and speed conversion
methods.

In general, a sensor is a device, which is designed to acquire information from an
object and transform it into an electrical signal. A classical integrated sensor can be
divided into four parts as shown in Figure 1.1. The first block is a sensing element
(for example, resistor, capacitor, transistor, piezo-electric material, photodiode, resistive
bridge, etc.). The signal produced from the sensing element itself is often influenced by
noise or interference. Therefore, signal-conditioning and signal-processing techniques
such as amplification, linearization, compensation and filtering are necessary (second
block) to reduce sensor non-idealities.
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Figure 1.1 Classical integrated sensors

Sometimes if certain sensing elements are used on the same chip, a multiplexer is
necessary. In cases of data acquisition, the signal from the sensor must be in a serial
or parallel digital format. This function can be realized by the analog-to-digital or
frequency-to-digital converter. The last (but not least) block is a sensor-bus interface. A
data acquisition system can have a star configuration in which each sensor is connected
to a digital multiplexer. When using a large number of sensors, the total cable length
and the number of connections at the multiplexer can become very high. For this reason
it is much more acceptable to have a bus-organized system, which connects all data
sources and receivers. This bus system handles all data transports and is connected to
a suitable interface that sends accumulated data to the computer [8].

A smart sensor block diagram is shown in Figure 1.2. A microcontroller is typically
used for digital signal processing (for example, digital filtering), analog-to-digital or
frequency-to-code conversions, calculations and interfacing functions. Microcontrollers
can be combined or equipped with standard interface circuits. Many microcontrollers
include the two-wire I2C bus interface, which is suited for communication over short
distances (several metres) [9] or the serial interface RS-232/485 for communication
over relatively long distances.

However, the essential difference of the smart sensor from the integrated sensor with
embedded data-processing circuitry is its intelligence capabilities (self-diagnostics, self-
identification or self-adaptation (decision-making)) functions. As a rule, these functions
are implemented due to a built-in microcontroller (microcontroller core (‘microcon-
troller like’ ASIC) or application-specific instruction processor (ASIP)) or DSP. New
functions and the potential to modify its performance are the main advantages of smart
sensors. Due to smart sensor adaptability the measuring process can be optimized for
maximum accuracy, speed and power consumption. Sometimes ‘smart sensors’ are
called ‘intelligent transducers’.

At present, many different types of sensors are available. Rapid advancement of
the standard process for VLSI design, silicon micromachining and fabrication provide
the technological basis for the realization of smart sensors, and opens an avenue that

Sensing ) Signal ) UK

element conditioning

Figure 1.2 Smart sensor
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can lead to custom-integrated sensors to meet the new demands in performance, size
and cost. This suggests a smooth merging of the sensor and electronics and the fabri-
cation of complete data acquisition systems on a single silicon chip. The essential
issue is the fabrication compatibility of the sensor, sensor-related analogue micro-
electronic circuits and digital interface circuits [10]. In fact, for any type of silicon
sensing element and read-out circuitry, a process can be developed to merge them onto
a single chip. However, process development is very expensive and therefore only a
huge production volume will pay off the development cost. Successful integrated-sensor
processes must have an acceptable complexity and/or applicability for a wide range of
sensors [11]. MEMS technologies allow the miniaturization of sensors and, at the same
time, integration of sensor elements with microelectronic functions in minimal space.
Only MEMS technologies make it possible to mass-produce sensors with increasing
cost-effectiveness while improving their functionality and miniaturizing them.

Of course, the implementation of the microcontroller in one chip together with the
sensing element and signal-conditioning circuitry is an elegant and preferable engi-
neering solution. However, the combination of monolithic and hybrid integration with
advanced processing and conversional methods in many cases achieves magnificent
technical and metrological performances for the shorter time-to-market period without
additional expenditures for expensive CAD tools and the lengthy smart sensor design
process. For implementation of smart sensors with hybrid-integrated processing elec-
tronics, hardware minimization is a necessary condition to achieve a reasonable price
and high reliability. In this case, we have the so-called ‘hybrid smart sensor’ in which
a sensing element and an electronic circuit are placed in the same housing.

Frequency—time-domain sensors are interesting from a technological and fabrication
compatibility point of view: the simplifications of the signal-conditioning circuitry and
measurand-to-code converter, as well as metrology performances and the hardware for
realization. The latter essentially influences the chip area. Such sensors are based on
resonant phenomena and variable oscillators, whose information is embedded not in
the amplitude but in the frequency or the time parameter of the output signal. These
sensors have frequency (fy), period (T, = 1/f;), pulse width (,), spacing interval
(t;), the duty cycle (¢,/T,), online time ratio or off-duty factor (7 /t,), pulse number
(N), phase shift (¢) or single-time interval (r) outputs. These informative parame-
ters are shown in Figure 1.3. Because these informative parameters have analog and
digital signal properties simultaneously, these sensors have been called ‘quasi-digital’.
Frequency output sensors are the most numerous group among all quasi-digital sensors
(see Figure I, Introduction). Let us consider the main advantages of frequency as the
sensor’s output signal.

e High noise immunity. In frequency sensors, it is possible to reach a higher accuracy
in comparison with analog sensors with analog-to-code conversion. This property
of high noise immunity proper to a frequency modulation is apparently the principal
premise of frequency sensors in comparison with analog ones. The frequency signal
can be transmitted by communication lines for a much greater distance than analog
and digital signals. The frequency signal transmitted practically represents a serial
digital signal. Thus, all the advantages of digital systems are demonstrated. Also,
only a two-wire line is necessary for transmission of such a signal. In compar-
ison with the usual serial digital data transmission it has the advantage of not
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T, =1/f,

Figure 1.3 Informative parameters of frequency—time-domain sensors

requiring any synchronization. A frequency signal is ideal for high noise industrial
environments.

High output signal power. The sensor’s signal can be grouped into six energy
domains: electrical, thermal, mechanical, chemical, radiant and magnetic. Electrical
signals are currently the most preferred signal form. Therefore, sensor design is
focused on developing transducers that convert the signal from one or other energy
domain into a quantity in the electrical domain. From the power point of view,
the section from a sensor output up to an amplifier input is the heaviest section
in a measuring channel for transmitting signals. Here the signal is transmitted by
a very small level of energy. The losses, originating in this section, cannot be
filled any more by signal processing. Output powers of frequency sensors are, as a
rule, considerably higher. In this case, the power affecting the generated frequency
stability is the oscillation (reactive) power of the oscillating loop circuit and due
to the higher quality factor of the oscillating loop its power is higher.

Wide dynamic range. Because the signal is in the form of the frequency, the dynamic
range is not limited by the supply voltage and noise. A dynamic range of over
100 dB may be easily obtained.

High accuracy of frequency standards. The frequency reference, for example, crystal
oscillators, can be made more stable than the voltage reference. This can be
explained in the same way as information properties of amplitude-modulated and
frequency-modulated signals.

Simplicity of commutation and interfacing. Parasitic emf, transient resistances and
cross-feed of channels in analog multiplexers by analog sensors are reduced to
the occurrence of complementary errors. The frequency-modulated signal is not
sensitive to all the above listed factors. Multiplexers for frequency sensors and
transducers are simple enough and do not introduce any errors into observed results.

Simplicity of integration and coding. The precise integration in time of frequency
sensors’ output signals can be realized simply enough. The adding pulse counter is
an ideal integrator with an unlimited measurement time. The frequency signal can
be processed by microcontrollers without any additional interface circuitry.
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All this makes the design and usage of different frequency—time-domain smart sensors
very efficient.

The most important properties of smart sensors have been well described in [9]. Here
we will briefly describe only the basic focus points for an intelligent frequency—time-
domain smart sensor design.

e Adaptability. A smart sensor should be adaptive in order to optimize the measuring
process. For example, depending on the measuring conditions, it is preferable to
exchange measurement accuracy for speed and conversely, and also to moderate
power consumption, when high speed and accuracy are not required. It is also desir-
able to adjust a clock crystal oscillator frequency depending on the environment
temperature. The latter also essentially influences the following focus point—the
accuracy.

e Accuracy. The measuring error should be programmable. Self-calibration will allow
reduction of systematic error, caused, for example, by the inaccuracy of the system
parameters. The use of statistical algorithms and composited algorithms of the
weight average would allow reduction of random errors caused, for instance, by
interference, noise and instability.

e Reliability. This is one of the most important requirements especially in industrial
applications. Self-diagnostics is used to check the performance of the system and
the connection of the sensor wires.

For analysis of quasi-digital smart sensors, it is expedient to use the classification,
shown in Figure 1.4. Depending on conversion of the primary information into
frequency, all sensors are divided into three groups: sensors with measurand-to-
frequency conversion; with measurand-to-voltage-to-frequency conversion; and with
measurand-to-parameter-to-frequency conversion.

1. Sensors with x(t) — F(t) conversion. These are sensors that generate a frequency
output. Electronic circuitry might be needed for the amplification of the impedance
matching, but it is not needed for the frequency conversion step itself. Measuring
information like the frequency or the frequency-pulse form is most simply obtained
in inductive, photoimpulse, string, acoustic and scintillation sensors, since the
principle of operation allows the direct conversion x(t) — F(z). One group of

Quasi-digital
sensors

=_F

x(t)F(t) x() V(O F(t) |] | x(t)-P(t)F(2)

Figure 1.4 Quasi-digital smart sensor classification (x(#) — measurand; F(t)— frequency;
V (1) — voltage, proportional to the measurand; P (#) — parameter)
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such sensors is based on resonant structures (piezoelectric quartz resonators, SAW
(surface acoustic wave) dual-line oscillators, etc.) whereas another group is based
on the periodic geometrical structure of the sensors, for example, angle encoders.

2. Sensors with x(t) — V(t) — F(t) conversion. This group has a numerous number
of different electric circuits. These are Hall sensors, thermocouple sensors and
photosensors based on valve photoelectric cells. When a frequency output is
required, a simple voltage-to-frequency or current-to-frequency conversion circuit
can be applied to obtain the desired result.

3. Sensorswith x(t) — P(t) — F(t) conversion. The sensors of this group are rather
manifold and numerous. These are the so-called electronic-oscillator based sensors.
Such sensors are based on the use of electronic oscillators in which the sensor
element itself is the frequency-determining element. These are inductive, capacity
and ohmic parametric (modulating) sensors.

Parametric (modulating) sensors are devices that produce the primary information
by way of respective alterations of any electrical parameter of some electrical circuit
(inductance, capacity, resistance, etc.), for which it is necessary to have an external
auxiliary power supply. Examples of such types of sensors are pressure sensors based
on the piezoresistive effect and photodetectors based on the photoelectric effect.

In turn, self-generating sensors are devices that receive a signal immediately by way
of a current i (¢) or voltage V () and do not require any source of power other than the
signal being measured. Examples of such types of sensors are Seebeck effect based
thermocouples and photoeffect based solar cells. Self-generating sensors are also called
‘active’ sensors, while modulating sensors are called ‘passive’ sensors.

The signal power of modulating sensors is the largest and, therefore, from the noise-
reduction point of view their usage is recommended.

The distinctiveness of these three sensor groups (Figure 1.4) is the absence of
conventional ADCs. In order to design digital output smart sensors, it is expedient
to use a microcontroller for the frequency-to-code conversion. The production of such
smart sensors does not require extra technological steps. Moreover, modern CAD tools
contain microcontroller cores and peripheral devices as well as voltage-to-frequency
converters (VFC) in the library of standard cells. So, for example, the Mentor Graphic
CAD tool includes different kinds of VFCs like AD537/650/652, the CAD tool from
Protel includes many library cells of different Burr—Brown VFCs.

In comparison with the data-capturing method using traditional analog-to-digital
converters (ADC), the data-capturing method using VFC has the following advan-
tages [12]:

e Simple, low-cost alternative to the A/D conversion.

e Integrating input properties, excellent accuracy and low nonlinearity provide perfor-
mance attributes unattainable with other converter types, make VFC ideal for high
noise industrial environments.

e Like a dual-slope ADC, the VFC possesses a true integrating input and features
the best, much better than a dual-slope converter, noise immunity. It is especially
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important in industrial measurement and data acquisition systems. While a succes-
sive approximation ADC takes a ‘snapshot’ in time, making it susceptible to noise
peaks, the VFC’s input is constantly integrating, smoothing the effects of noise or
varying input signals.

e It has universality. First, its user-selected voltage input range (% supply). Second,
the high accuracy of the frequency-to-code conversion (up to 0.001%). The error
of such conversion can be neglected in a measuring channel. This is not true for
traditional analog-to-digital conversion. The ADC error is commensurable with the
sensor’s error, especially if we use modern high precision sensors with relative
error up to 0.01%.

e When the data-capturing method with a VFC is used, a frequency measurement
technique must also be chosen which meets the conversion speed requirements.
While it is clearly not a ‘fast” converter in a common case, the conversion speed of
a VFC system can be optimized by using efficient techniques. Such optimization
can be performed due to advanced methods of frequency-to-code conversion, quasi
pipeline data processing in a microcontroller and the use of novel architectures
of VFC.

While pointing out the well-known advantages of frequency sensors, it is necessary
to note, that the number of physical phenomena, on the basis of which sensors with
frequency and digital outputs can be designed, is essentially limited. Therefore, analog
sensors with current and voltage outputs have received broad dissemination. On the
one hand, this is because of the high technology working off analog sensor units,
and also because of the heady development of analog-to-digital conversion in the last
few years. On the other hand, voltage and current are widely used as unified standard
signals in many measuring and control systems.

An important role is played by the technological and cost factors in the choice of
sensor. Therefore, the question, what sensors are the best—frequency or analog—is not
enough. With the appearance of sensor microsystems and the heady development of
microsystem technologies all over the world, technological and cost factors need to be
modified for the benefit of frequency sensors.

Sensor types with the highest demand volumes are temperature sensors, pressure
sensors, flow sensors, binary position sensors (proximity switches, light barriers,
reflector-type photosensors), position sensors, chemical sensors for measurement in
liquids and gases, filling sensors, speed and rpm sensors, flue gas sensors and fire
detectors worldwide. The fastest growing types of sensors include rain sensors,
thickness sensors, sensors that measure the quality of liquids, navigation sensors, tilt
sensors, photodetectors, glass breakage sensors, biosensors, magnetic field sensors and
motion detectors [5].

The frequency—time-domain sensor group is constantly increasing. First, it is con-
nected with the fast development of modern microelectronic technologies, secondly
with the further development of methods of measurement for frequency-domain param-
eters of signals and methods for frequency-to-code conversion, and thirdly, with advan-
tages of frequency as the informative parameter of sensors and transducers. Today it is
difficult to find physical or chemical variables, for which frequency output or digital
sensors do not exist. Of course, this book cannot completely describe all existing
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Figure 1.5 Six signal domains

sensors and their principles of operation. For readers wishing to learn more about
smart sensor development history we would like to recommend the article [6].

This review aims to illustrate state-of-the-art frequency—time-domain IC sensors
with high metrology performances, and also to formulate the basic requirements for
such an important smart sensor’s unit, as the frequency-to-code converter.

Frequency—time domain-sensors can be grouped in several different ways. We will
group them according to the measurand domains of the desired information. There are
six signal domains with the most important physical parameters shown in Figure 1.5.
Electrical parameters usually represent a signal from one of the non-electrical signal
domains.

1.1 Temperature IC and Smart Sensors

Temperature sensors play an important role in many measurements and other integrated
microsystems, for example, for biomedical applications or self-checking systems and
the design for the thermal testability (DfTT). IC temperature sensors take advantage
of the variable resistance properties of semiconductor materials. They provide good
linear frequency, the duty-cycle or pulse width output proportional to the temperature
typically in the range from —55°C to +150°C at a low cost. These devices can
provide direct temperature readings in a digital form, thus eliminating the need for an
ADC. Because IC sensors can have a memory, they can be very accurately calibrated,
and may operate in multisensor environments in applications such as communications
networks. Many IC sensors also offer communication protocols for use with bus-type
data acquisition systems; some also have addressability and data storage and retrieval
capabilities.

Smart temperature sensors need to be provided with some kind of output digital
signal adapted to microprocessors and digital-processing systems. This signal can be
a time-signal type, where the measurement is represented by the duty-cycle or the
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frequency ratio, or the fully digital code that is sent to the processor in a serial way
through the digital bus [13]. Some important restraints, caused by the integration of
sensing and digital-processing function on the same chip are [14] (a) the limited chip
area, (b) the tolerances of the device parameters and (c) the digital interference. Perfor-
mances of some integrated temperature sensors are shown in Table 1.1.

Since CMOS is still the most extensively used technology the integration of temper-
ature sensors in high-performance, low-cost digital CMOS technologies is preferred in
order to allow signal conditioning and digital processing on the same chip [13].

In the framework of the COPERNICUS EC project CP0922, 1995-1998, THER-
MINIC (THermal INvestigations of ICs and Microstructures), the research group from
Technical University of Budapest has dealt for several years with the design problem
of small-size temperature sensors that must be built into the chip for thermal moni-
toring [18—-21]. One such sensor is based on a current-to-frequency converter [18,19].
The analog signal of the current output CMOS sensor is converted into a quasi-digital
one using a current-to-frequency converter. The block diagram of the frequency output
sensor is shown in Figure 1.6. The I, output current and its ‘copy’ generated by a
current mirror the charge and discharge the capacitor C,. The signal of the capacitor
is led to a differential comparator the reference voltage of which is switched between
the levels V¢ and Vp [19]. The resulting frequency is

f Iout

T 2.C(Ve—Cp) b

The sensitivity is —0.808%/°C. The output frequency 0.5—-1.3 MHz is in a conve-
nient range. The complete circuit requires only an area of 0.018 mm? using the ECPD
1 wm CMOS process. The low sensitivity on the supply voltage is a remarkable feature:
40.25 V charge in Vpp results in only +0.28% charge in the frequency. The latter
corresponds to the +0.35 °C error. The total power consumption of this sensor is about
200 pW [20].

The characteristic of this sensor is quite linear and the output frequency of these
sensors can be approximately written as

Jout = faocels eXp(V(TCels - 2OOC))1 (1.2)

Table 1.1 Performances of some integrated temperature sensors

Sensor Output type Characteristic Area, mm? IC technology
[15] Digital I — F converter + DSP 4.5 CMOS
[16] Duty-cycle Duty-cycle-modulated 5.16 Bipolar
[17] Frequency I — F converter 6 Bipolar

Temperature-to-current n| Current-to-frequency >
converter v converter
I=5..15 uA f=0.5..1.5 MHz

Figure 1.6 Block diagram of the temperature frequency output sensor
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in the —50---4120°C temperature range, where y is the sensitivity, faoceis i the
nominal frequency related to T = 20°C. Using the AMS 0.8 wm process, the area
consumption is 0.005 mm? [21]. The THSENS-F [22] sensor characteristic and sensor
layout based on these researches are shown in Figure 1.7 and 1.8 respectively. This
sensor can be inserted into CMOS designs, which can be transferred and re-used as cell
(layout level) entities or as circuit netlists with transistor sizes. The sensor’s sensitivity
is &~ —0.8%/°C; the temperature range is —50---+150°C; the accuracy is ~ +2°C
for (0...120°C). The two latter parameters depend on the process.

If the temperature sensors described above are inserted into a chip design, additional
circuitry must be implemented in order to provide access to such sensors [21]. Built-in
temperature sensors can be combined with other built-in test circuitry. The boundary
scan architecture [23] is suitable for monitoring temperature sensors. This architecture
has led to the standard IEEE 1149.1 and is suitable for incorporating frequency output
temperature sensors.

600 s

Frequency [kHz]
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Figure 1.7 Sensor characteristic (output frequency vs. temperature) (Reproduced by permission
of MicReD)
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Figure 1.8 Sensor layout (Reproduced by permission of MicReD)
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A further interesting fully CMOS temperature sensor designed by this research team
is based on the temperature dependence of internal thermal diffusion constant of silicon.
In order to measure this diffusion constant an oscillating circuit is used in which the
frequency-determining element is realized by a thermal delay line. The temperature
difference sensors used in this delay line are Si-Al thermopiles. This circuit is the
Thermal-Feedback Oscillator (TFO). The frequency of this oscillator is directly related
to the thermal diffusion constant and thus to the temperature. This constant can be
defined as

Dy = A/c, (1.3)

where A is the thermal conductivity and c is the unit-volume heat capacitance. This
diffusion constant shows a reasonably large (—0.57%/°C) temperature dependence on
the silicon. In order to measure this diffusion constant, oscillating circuits were used
in which the frequency-determining feedback element is realized by a thermal time-
delay line. If the feedback element is a thermal two-port (thermal delay line) then the
frequency of the oscillator is directly related to the thermal diffusion constant and thus
shows similar temperature dependence as the thermal diffusion constant [18].

The thermal delay line requires, however, a significant power input. Because of this
disadvantage, the circuit is not really suitable for online monitoring purposes [19].
However, these sensors and the sensor principle can probably be used for other appli-
cations.

It is also necessary to note the low-power consumption smart temperature sensor
SMT 160-30 from Smartec (Holland) [24]. It is a sophisticated full silicon sensor with
a duty-cycle modulated square-wave output. The duty-cycle of the output signal is
linearly related to the temperature according to the equation:

DC = ;i =1, fr =0.320 4+ 0.00470 - ¢, (1.4)
X
where 1, is the pulse duration; T, is the period; f, is the frequencys; ¢ is the temperature
in °C. This sensor is calibrated during the test and burn-in of the chip. The sensor
characteristic is shown in Figure 1.9.
One wire output can be directly connected to all kinds of microcontrollers without
the A/D conversion. The temperature range is —45°C—+150°C, the best absolute
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Figure 1.9 Sensor characteristic (temperature vs. duty-cycle) (Reproduced by permission of
Smartec)
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accuracy, including all errors is +0.7 °C, the relative error is 0.47%, the frequency range
is 1-4 kHz. The CMOS output of the sensor can handle cable length up to 20 metres.
This makes the SMT 160-30 very useful for remote sensing and control applications.
This smart temperature sensor represents a significant totally new development in
transducer technology. Its novel on-chip interface meets the progressively stringent
demands of both the consumer and industrial electronics sectors for a temperature
sensor directly connectable to the microprocessor input and thus capable of direct and
reliable communication with microprocessors.

In applications where more sensors are used, easy multiplexing can be obtained
by using more microprocessor inputs or by using simple and cheap digital multi-
plexers.

The next specialized temperature sensor is interesting due to the high metrology
performances (high accuracy). It is the SBE 3F temperature sensor with an initial
accuracy of 0.001°C and typically stable to 0.002°C per year [25]. It is used
for custom-built oceanographic profiling systems or for high-accuracy industrial
and environmental temperature-monitoring applications. Depth ratings to 6800
and 10500 metres (22300 and 34400 ft) are offered to suit different application
requirements.

The sensing element is a glass-coated thermistor bead, pressure-protected in a thin-
walled 0.8 mm diameter stainless steel tube. Exponentially related to the temperature,
the thermistor resistance is the controlling element in the optimized Wien bridge oscil-
lator circuit. The resulting sensor frequency is inversely proportional to the square root
of the thermistor resistance and ranges from approximately 2 to 6 kHz, corresponding
to temperatures from —5 to +35°C.

In speaking about digital output IC and smart temperature sensors it is necessary
to mention interesting developments of companies such as Analog Devices, Dallas
Semiconductor and National Semiconductor.

The TMPO03/TMP04 are monolithic temperature detectors from Analog Devices
[26,27] that generate a modulated serial digital output that varies in direct propor-
tion to the temperature of the device. The onboard sensor generates a voltage precisely
proportional to the absolute temperature, which is compared with the internal voltage
reference and the input to a precision digital modulator. The ratiometric encoding
format of the serial digital output is independent from the clock drift errors common to
most serial modulation techniques such as voltage-to-frequency converters. The overall
accuracy is 1.5 °C (typical) from —25 °C to +100°C, with good transducer linearity.
The digital output of the TMP04 is CMOS/TTL compatible, and is easily interfaced to
the serial inputs of the most popular microprocessors. The open-collector output of the
TMPO3 is capable of sinking 5 mA. The TMPO03 is best suited for systems requiring
isolated circuits, utilizing optocouplers or isolation transformers.

The TMP0O3/TMPO04 are powerful, complete temperature measurement systems on a
single chip. The onboard temperature sensor follows the footsteps of the TMPO1 low-
power programmable temperature controller, offering excellent accuracy and linearity
over the entire rated temperature range without correction or calibration by the user.

The sensor output is digitized by the first-order sigma-delta modulator, also known
as the ‘charge balance’ type analog-to-digital converter. This type of converter utilizes
the time-domain oversampling and a high accuracy comparator to deliver 12 bits of
effective accuracy in the extremely compact circuit.
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Basically, the sigma-delta modulator consists of an input sampler, a summing net-
work, an integrator, a comparator, and a 1-bit DAC. Similar to the voltage-to-frequency
converter, this architecture creates in effect a negative feedback loop whose intent is to
minimize the integrator output by changing the duty-cycle of the comparator output in
response to input voltage changes. The comparator samples the output of the integrator
at a much higher rate than the input sampling frequency, called the oversampling. This
spreads the quantization noise over a much wider band than that of the input signal,
improving the overall noise performance and increasing the accuracy.

The modulated output of the comparator is encoded using a circuit technique (patent
pending), which results in a serial digital signal with a mark-space ratio format that
is easily decoded by any microprocessor into either degrees centigrade or degrees
Fahrenheit values, and is readily transmitted or modulated over a single wire. It is
very important that this encoding method avoids major error sources common to other
modulation techniques, as it is clock-independent.

The AD7818 (single-channel) and AD7817 (4-channel) [28,29] are on-chip temper-
ature sensors with 10-bit, single and four-channel A/D converters. These devices
contain an 8 ms successive-approximation converter based around a capacitor DAC,
an on-chip temperature sensor with an accuracy of £1°C, an on-chip clock oscillator,
inherent track-and-hold functionality and an on-chip reference (2.5 V & 0.1%). Some
other digital temperature sensors from Analog Devices [30] are shown in Table 1.2.

Dallas Semiconductor offers a broad range of factory-calibrated 1-, 2-, 3- Wire® or
SPI buses temperature sensors/thermometers that can provide straightforward thermal
management for a vast array of applications. This unparalleled product line includes
a variety of ‘direct-to-digital’ temperature sensors that have the accuracy and features
to easily improve system performance and reliability [31]. These devices reduce the
component count and the board complexity by conveniently providing digital data
without the need for dedicated ADCs. These sensors are available with accuracies
ranging from +0.5 °C to +2.5 °C (guaranteed over wide temperature and power-supply
ranges), and they can operate over a temperature range of —50°C to +125°C.

The conversion time range for the temperature into a digital signal is 750 ms—1.2 s.
The 1-Wire and 2-Wire devices have a multi-drop capability, which allows multiple
sensors to be addressed on the same bus. In addition, some devices (DS1624, DS1629
and DS1780) combine temperature sensing with other valuable features including

Table 1.2 Digital temperature sensors from Analog Devices

Type Description

AD7414 SMBus/I?C digital temperature sensor in 6-pin SOT with SMBus alert and
over temperature pin

AD7415 SMBus/I>C digital temperature sensor in 5-pin SOT

AD7416 Temperature-to-digital converter, I?C, 10-bit resolution, —55°C to +125°C,
+2°C accuracy

AD7417 4-channel, 10-bit ADC with on-chip temperature-to-digital converter, I2C,
+1°C accuracy

AD7418 Single-channel, 10-bit ADC with on-chip temperature-to-digital converter, 1>C,
+1°C accuracy

AD7814 10-bit digital temperature sensor in 6-lead SOT-23

AD7816 10-bit ADC, temperature monitoring only in an SOIC/uSOIC package
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EEPROM arrays, real-time clocks and CPU monitoring. One more interesting feature
of Dallas Semiconductor’s temperature sensors is that they are expandable from 9 to
13 bits or user configurable to 9, 10, 11 or 12 bits resolution.

Dallas Semiconductor’s DS1616 Temperature Data Recorder with the 3-Input Analog
to Digital Converter adds the potential for three powerful external sensors to the
base design of the DS1615 Temperature Data Recorder. It permits logging of not
only the temperature, but also the humidity, the pressure, the system voltage, external
temperature sensors, or any other sensor with the analog voltage output. The DS1616
provides all of the elements of a multi-channel data acquisition system on one chip.
It measures the selected channels at user-programmable intervals, then stores the data
and a time/date stamp in the nonvolatile memory for later downloading through one
of the serial interfaces.

National Semiconductor also proposes some digital temperature sensors [32] with
different temperature ranges from —55 °C up to +150 °C: SP/MICROWIRE plus the
sign digital temperature sensor LM70 (10-bit) and LM74 (12-bit); the digital temper-
ature sensor and the thermal watchdog with the two-wire (I?°C™ Serial Bus) interface
LM75 (£3 °C); digital temperature sensors and the thermal window comparator with
the two-wire interface LM76 (%1 °C), LM77 (£1.5°C) and LM92 (40.33°C). The
sensors LM70, LM74 and LM75 include the delta-sigma ADC.

The window-comparator architecture of the sensors eases the design of the temper-
ature control systems conforming to the ACPI (advanced configuration and power
interface) specification for personal computers.

Another example of a digital output sensor is +GF+ SIGNET 2350 [33] with
a temperature range from —10 to +100°C and accuracy £0.5°C. The temperature
sensor’s digital output signal allows for wiring distances between sensor and temper-
ature transmitter of up to 61 m. An integral adapter allows for the integration of the
sensor and the transmitter into a compact assembly.

1.2 Pressure IC and Smart Sensors and Accelerometers

Similar to temperature sensors, pressure sensors are also very widely spread. In Europe,
the first truly integrated pressure sensor was designed in 1968 by Gieles at Philips
Research Laboratories [34], and the first monolithic integrated pressure sensor with
digital (i.e., frequency) output was designed and tested in 1971 at Case Western Reserve
University [35] as part of a programme addressing biomedical applications. Miniature
silicon diaphragms, with the resistance bridge at the centre of the diaphragm and sealed
to the base wafer with gold—tin alloy, were developed for implant and indwelling
applications.

Pressure sensors convert the external pressure into an electrical output signal. To
accomplish this, semiconductor micromachined pressure sensors use the monolithic
silicon-diffused piezoresistors. The resistive element, which constitutes the sensing
element, resides in the thin silicon diaphragm. Applying pressure to the silicon dia-
phragm causes its deflection and changes the crystal lattice strain. This affects the free
carrier mobility, resulting in a change of the transducer’s resistance, or piezoresistivity.
The diaphragm thickness as well as the geometrical shape of resistors, is determined
by the tolerance range of the pressure. Advantages of these transducers are:
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e high sensitivity
e good linearity
e minor hysteresis phenomenon

e small response time.

The output parameters of the diffused piezoresistors are temperature dependent and
require the device to be compensated if it is to be used over a wide temperature range.
However, with occurrence smart sensors and MEMS, the temperature error can be
compensated using built-in temperature sensors.

Most of today’s MEMS pressure transducers produced for the automotive market
consist of the four-resistor Wheatstone bridge, fabricated on a single monolithic die
using bulk etch micromachining technology. The piezoresistive elements integrated
into the sensor die are located along the periphery of the pressure-sensing diaphragm,
at points appropriate for strain measurement [36].

Now designers can choose between two architectures for sensor compensation: the
conventional analog sensor signal processing or digital sensor signal processing. The
latter is characterized by full digital compensation and an error-correction scheme. With
a very fine geometry, mixed-signal CMOS IC technologies have enabled the incorpo-
ration of the sophisticated digital signal processor (DSP) into the sensor compensator
IC. The DSP was designed specifically to calculate the sensor compensation, enabling
the sensor output to realize all the precision inherent in the transducer.

As considered in [37] ‘as the CMOS process and the microcontroller/DSP tech-
nology have become more advanced and highly integrated, this approach may become
increasingly popular. The debate continues as to whether the chip area and the circuit
overhead of standard microprocessor designs used for this purpose will be competi-
tive with less flexible (but smaller and less costly) dedicated DSP designs that can be
customized to perform the specific sensor calibration function’.

The integrated pressure sensor shown in Figure 1.10 uses a custom digital signal
processor and nonvolatile memory to calibrate and temperature-compensate a family
of pressure sensor elements for a wide range of automotive applications.

This programmable signal conditioning engine operates in the digital domain using
a calibration algorithm that accounts for higher order effects beyond the realm of
most analog signal conditioning approaches. The monolithic sensor provides enhanced
features that typically were implemented off the chip (or not at all) with traditional
analog signal conditioning solutions that use either laser or electronic trimming. A
specially developed digital communication interface permits the calibration of the indi-
vidual sensor module via connector pins after the module has been fully assembled
and encapsulated. The post-trim processing is eliminated, and the calibration and the
module customization can be performed as an integral part of the end-of-line testing
by completion of the manufacturing flow. The IC contains a pressure sensor element
that is coprocessed in a submicron, mixed-signal CMOS wafer fabrication step and
can be scaled to a variety of automotive pressure-sensing applications [37].

Now, let us give some state-of-the-art and industrial examples of modern pressure
sensors and transducers. Major attention has been given to the creation of pressure
sensors with frequency output in the USSR [38,39]. The first of them was based on
the usage of VFC and had an accuracy up to 1%, the effective range of measuring
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Figure 1.10 Monolithic pressure sensor (Reproduced by permission of Motorola)

frequencies 0—2 kHz in the pressure range 0—40 MPa. The second was founded on
the usage of the piezoresonator. The connection of this device into a self-oscillator
circuit receives a frequency signal, proportional to the force. The relation between the
measured pressure p and the output frequency signal f is expressed by the following
equation:

p=( - fO)/Kp; Kp = Kp - Setf, (1.5)

where fj is the frequency at p = 0; f is the measurand frequency; K, is the conversion
factor of pressure-to-frequency; K r is the force sensitivity factor; Seg is the membrane’s
effective area.

The silicon pressure sensor based on bulk micromachining technology and the VFC
based on CMOS technology was described in [40]. It has 0—40 kPa measuring pressure
range, 280—380 kHz frequency output range and main error £0.7%.

The Kulite company produces the frequency output pressure transducer ETF-1-1000.
The sensor provides an output, which can be interfaced directly to a digital output.
The transducer uses a solid-state piezoresistive sensing element, with excellent relia-
bility, repeatability and accuracy. The pressure range is 1.7—350 bar, output frequency
is 5-20 kHz, the total error band is +2%. Other examples are pressure transducers
VT 1201/1202 from Chezara (Ukraine) with 15-22 kHz frequency output range and
standard error +0.25% and £0.15% accordingly.

The shining example of a sensor with x(#) — V(t) — F(¢) conversion is the pres-
sure sensor from ADZ Sensortechnik GmbH (Germany). The IC LM 331 was used
as the VFC. The output frequency of the converter can be calculated according to the
following equation:

(Uin - Uoffset) -R6
2.09V-R4-R8-C6’

fou = (1.6)

where v
Upn = Pas - 0.533— + 0.5V (1.7)
bar

The measuring range is 0—8.8 bar, the frequency range is 1-23 kHz.
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The model SP550 from Patriot [41] is a rugged pressure transducer which provides
full-scale output of 1-11 kHz. The output frequency can be offset to provide the output
of any span between 1 kHz to 150 kHz. In this transducer the strain—guage signal is
converted into the frequency via the precision monolithic VFC and the operational
amplifier.

Geophysical Research Corporation has announced the Amerada® Quartz Pressure
Transducer [42]. The transducer employs a rugged crystalline quartz sensor that res-
ponds to the stress created by the pressure. This response is in the form of a change
in the resonant frequency created by the applied pressure. The pressure dependence of
the sensor is slightly non-linear but is easily corrected during the calibration using a
third-order polynomial function. In addition, the crystalline quartz is considered to be
perfectly elastic which contributes to the excellent repeatability that is characteristic of
this technology. Two additional quartz sensors are employed, one to measure temper-
ature, the second acting as a stable reference signal. The temperature measurement is
used for the dynamic temperature compensation of the pressure crystal while the refer-
ence signal is used as a stable timing base for the frequency counting. The pressure
range is up to 10000 psia, the accuracy up to £0.02% FS [42]. The output pressure
and temperature frequencies range between 10 kHz and 60 kHz.

The high-accuracy (0.01%) fibre-optic pressure transducers have been developed by
ALTHEN GmbH by applying optical technology to resonator-based sensors [43].

Further development of microelectronic technologies and smart sensors has declined
in the rise of high-precision (up to 0.01%) digital output pressure sensors and trans-
ducers. Some of which are described below.

The Paroscientific, Inc. Digiquartz® Intelligent Transmitter [44] consists of a unique
vibrating quartz crystal pressure transducer and a digital interface board in the integral
package. Commands and data requests are sent via the RS-232 channel and the trans-
mitter returns data via the same two-way bus. Digital outputs are provided directly in
engineering units with typical accuracy of 0.01% over a wide temperature range. The
use of a frequency output quartz temperature sensor for the temperature compensation
yields the achievable full-scale accuracy of 0.01% over the entire operating temperature
range. The output pressure is fully thermally compensated using the internally mounted
quartz crystal specifically designed to provide a temperature signal. All transmitters
are programmed with calibration coefficients for full plug-in interchangeability. The
Intelligent Transmitter can be operated either as a stand-alone standard output pressure
sensor with the display, or as a fully integrated addressable computer-controlled system
component. Transducers use crystalline quartz as the key sensing elements for both
the pressure and the temperature because of its inherent stability and precision char-
acteristics. The pressure-sensing element is a quartz beam, which changes frequency
under the axial load. The transferred force acts on the quartz beam to give a controlled,
repeatable and stable change in the resonator’s natural frequency, which is measured
as the transducer output. The load-dependent frequency characteristic of the quartz
crystal beam can be characterized by a simple mathematical model to yield highly
precise measurements of the pressure and pressure-related parameters. The output is a
square wave frequency [44].

Other examples are intelligent pressure standards (series 960 and 970) [45]. In
the 960 series, the pressure is measured via the change in the resonant frequency
of the oscillating quartz beam by the pressure-induced stress. Quartzonix ™ pressure
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standards produce the output frequency between 30 and 45 kHz and can achieve accu-
racy of £0.01% FS. The precise thermal compensation is provided via the integrated
quartz temperature sensor used to measure the operating temperature of the transducer.
The 970 series uses a multi-drop, 9600 baud ASCII character RS-485 type interface,
allowing a network of up to 31 transducers on the same bus. The output pressure
measurement is user programmable for both the pressure units and update rate.

The resonant pressure transducer RPT 200 (frequency, RS-232/485 outputs) and the
digital output pressure sensor RPT 301 (selectable output RS-232 or RS-485) series
with £0.01% FS accuracy are produced by Druck Pressure Measurement [46].

Another very popular silicon sensor from the mechanical signal domain is the
accelerometer. The measurement of acceleration or one of its derivative properties
such as vibration, shock, or tilt has become very commonplace in a wide range of
products. The types of sensor used to measure the acceleration, shock, or tilt include
the piezo film, the electromechanical servo, the piezoelectric, the liquid tilt, the bulk
micromachined piezoresistive, the capacitive, and the surface micromachined capaci-
tive. Each has distinct characteristics in the output signal, the development cost, and
the type of the operating environment in which it best functions [47]. The piezoelectric
has been used for many years and the surface micromachined capacitive is relatively
new. To provide useful data, the first type of accelerometers require the proper signal-
conditioning circuitry. Over the last few years, the working range of these devices has
been broadened to include frequencies from 0.1 Hz to above 30 kHz.

Capacitive spring mass accelerometers with integrated electronics that do not require
external amplifiers are proposed by Rieker Inc. These accelerometers of the Sieka series
are available with analog DC output, digital pulse-width modulated, or frequency-
modulated outputs [48].

The surface micromachined products provide the sensor and the signal-conditioning
circuitry on the chip, and require only a few external components. Some manufacturers
have taken this approach one step further by converting the analog output of the analog
signal conditioning into a digital format such as a duty-cycle. This method not only
lifts the burden of designing the fairly complex analog circuitry for the sensor, but also
reduces the cost and the board area [47].

A very simple circuit can be used to measure the acceleration on the basis of
ADXL.202/210 accelerometers from Analog Devices. Both have direct interface to
popular microprocessors and the duty-cycle output with 1 ms acquisition time [49].
For interfacing of the accelerometer’s analog output (for example, ADXLO0S) with
microcontrollers, Analog Devices proposes acceleration-to-frequency circuits based on
AD654 VFC to provide a circuit with a variable frequency output. A microcontroller
can then be programmed to measure the frequency and compute the applied accelera-
tion [50].

1.3 Rotation Speed Sensors

There are many known rotation speed sensing principles and many commercially avail-
able sensors. The overwhelming majority of such sensors is from the magnetic signal
domain (Hall-effect and magnetoresistor-based sensors) and the electrical signal domain
(inductive sensors). According to the nature, passive and active electromagnetic sensors
are from the frequency-time domain. Pulses are generated on its output. The frequency
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is proportional to the measured parameter. In such sensors the flow mesh is connected
with the angle of rotation by the following equation:

v =Wy, -cosb, (1.8)
then the induced emf in the sensor sensitive element is
dg . do .
e:—azl//,wstE:Emst (1.9)
and can be determined by the instantaneous frequency in any moment of time
f= 1 deo (1.10)
S 27 dt '
which is proportional to the instantaneous angular speed
do
= — 1.11
w=_ (1.11)

The current averaging of the angular speed w on the interval /, measured in the units
27 represents the frequency of rotation and is determined by Steklov’s function [51]:

t+0.5h

n(:):z%h / w(t)dr (1.12)
t—0.5h

This equation reflects only a common idea of the current average of some function
on its argument. Using the frequency measurement of the rotational speed the choice
of mathematical expression should agree with experiment. In this case, the rotational
speed and the angular velocity should be interlinked with the expression relevant to
the physics of the observable process and the requirements of their measurement in
a concrete system. For the description of rotational speed, it is expedient to use the
expression of the flowing average:

1

h
n(t) = ﬁ w(t)dr = ﬁ/a)(l‘ — 7)dt (1.13)
t—h 0

The measuring frequency of the rotational speed is given by
60
x=frr— 1.14
n f Z ( )

where Z is the number of modulation rotor’s (encoder’s) gradations.

For modern applications the rotation speed sensor should provide the digital or the
quasi-digital output compatible with standard technologies. This means that the sensor
and the signal-processing circuitry (the microcontroller core) can be realized in the
same chip. An excellent solution in many aspects is when this signal is a square-wave
output of an oscillator, the frequency of which is linearly dependent on the rotating
speed and carries the information about it.

The semiconductor active position sensor of relaxation type designed by the
authors together with the Autoelectronic company (Kaluga, Russia) can serve as an
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example [52,53]. It was developed on the basis of the crankshaft position sensor. Its
principle of action is based on the effect of the continuous suppression of oscillations
of the high frequency generator by passing each metal plate of the modulating rotor
in front of the active sensor element and its subsequent resumption. Due to that,
rectangular pulses with constant amplitude (+V,.) are continuously formed on the
sensor output. The frequency of these pulses is proportional to the rotating speed. If
the metal tooth of the rotor-modulator comes nearer to the active element (generator
coil), the logic level ‘1’ (+V,.) is formed as the sensor output. When the active sensor
part appears between the teeth, the logic level ‘0’ is formed as the output. Thus, the
active sensor forms the pulsing sequence, the frequency of which is proportional or
equal to the rotating speed. This sensor does not require any additional buffer devices
for the tie-in measuring system and has a very easy interface to the microsystem.
Moreover, the sensor meets the requirements of the technological compatibility with
other components of the microsystem.

The circuit diagram of the Active Sensor of Rotation Speed (ASRS) is shown in
Figure 1.11. It consists of a high frequency generator (f = 1 MHz), a sensing element
(the generator coil), an amplifier, a voltage stabilizer and an output forming transistor
with an opened collector [54]. The “chip & wire” technology was used in the sensor
design, which combines the advantages of both monolithic and hybrid integrated tech-
nologies. All electronics was realized in a single chip, only the inductance, two resistors
and the stabilitron were implemented in accordance with hybrid technology.

The ASRS is shown in Figure 1.12 and the sensor’s output waveforms in Figure 1.13.
The amplitude of the signal is constant and does not depend on temperatures and the
direction of the rotation. The online time ratio Q = 2 (50% duty-cycle independent of
the distance). But in a frequency range of more than 50 000 rpm, the pulse width will
be increased.

The comparative features of modern non-contact sensors of different principles of
function are shown in Table 1.3. Here sensors A5507/08/09 are made by BR Braun
(Germany), DZXXXX by Electro Corporation (USA); VT1855, 00020 by NIIFI
(Penza, Russia); 4XXXX by Trumeter (UK); LMPC by Red Lion Controls (USA).
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Figure 1.11 Circuit diagram of the Active Sensor of Rotation Speed (ASRS)
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Figure 1.12 Active Sensor of Rotation Speed (ASRS)

Figure 1.13 Waveforms of sensor’s output horizontal scale 2.0 ms/div; vertical scale 5V/div

Active, magnetic and Hall-effect sensors are more suitable for the determination of
the object status ‘Stop’ (a shaft is stopping). The advantage of active semiconductor
sensors is the possibility of operation with the non-magnetic modulating rotor’s teeth
(steel, copper, brass, aluminium, nickel, iron). Therefore, the modulating rotor can
be made of plastic and its teeth— of the metallized coating. It essentially raises the
manufacturability and decreases the cost value. With the exception of the non-contact
rotation speed sensing, such sensors can be used like an angular position sensor, a
position sensor, a metallic targets counter and an end-switch. In addition, a smart
sensor on this basis allows the measurement of the rotation acceleration.
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Table 1.3 Comparative features of non-contact sensors of rotation speed

Sensors Freq. range, Supply voltage, Current consumption, Type

kHz v mA
ASRS 0-50 4.5-24 7-15 active
AS5S07 0.5-25 8-28 15+load current Hall-effect
A5508/09 0.5-25 8-25 15 Hall-effect
DZ375 0-5 4.5-16 20-50 magnetic
DZH450 0-5 4.5-30 20 Hall-effect
DZP450 1-10 4.5-16 50 Hall-effect
VTI1855 0.24-160 27 3 inductive
00 020 0.24-720 27 100 photo
4TUC 0.3-2 10-30 200 mag./inductive
4TUN 0.3-2 6.2-12 3 mag./inductive
45515 0.002-30 25 20 Hall-effect
LMPC up to 10 9-17 25 mag./inductive

Active semiconductor sensors are not influenced by run-out and external magnetic
fields in comparison with Hall-effect sensors. With Hall-effect sensors, it is necessary
to take into account the availability of the initial level of the output signal between
electrodes of the Hall’s element by absence of the magnetic field and its drift. It is
especially characteristic for a broad temperature range. A Hall-effect rotation speed
sensor needs encoders with magnetic pole teeth.

Another good example of a smart sensor for rotation speed is the inductive posi-
tion, speed and direction active microsensor MS1200 from CSEM (Switzerland) [55].
The output can switch up to 1 mA and is compatible with CMOS digital circuits,
in particular with microprocessors. The frequency range is 0—40 kHz, the air-gap is
0-3 mm. The core is a sensor chip with one generator coil and two sets of detection
coils (Figure 1.14).

The detection coils are connected in a differential arrangement, to reject the common
mode signal. The sensor also includes an electronic interface, which is composed of

Sensor chip o l Supply(Vop)
!_ Generator micro-coil — | 4|—0Ground(vss)
| ) I i Driver |« Osc. A o——=
- B (> -t e
@@ | | T 3 |
| T Logic —'—°Dire4<§:ion
@@ [ |feem]
i Detection micro-coils | | lb I B oi'_lH—l_l—l_l—
. .

4—

Metallic target

Figure 1.14 MS1200 functional block diagram (Reproduced by permission of POSIC S.A.,
Neuchatel, Switzerland)
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a high frequency excitation for the generator coil and two read-out channels for the
two sets of detection coils (channels A and B). The read-out electronics extract the
amplitude variation of the high frequency signal due to the presence of a metallic target.
The output stage is a first-order low-pass filter and a comparator. For a nominal target
period of 2 mm, the outputs are two channels in quadrature (A quad B) as well as a
direction signal and a speed signal (4X interpolation). It is composed of two silicon
chips, one for the integrated microcoil and the other for the integrated interface circuit.
The sensor produces a two-channel digital output, as well as a direction signal.

1.4 Intelligent Opto Sensors

Next, we shall examine a technique of delivering the output from optical (light) sensors
into the frequency—time (quasi-digital) domain. Light is a real-world signal that is often
measured either directly or used as an indicator of some other quantity. Most light-
sensing elements convert light into an analog signal in the form of the current or the
voltage, then a photodiode current can be converted into the frequency output. Light
intensity can vary over many orders of the magnitude, thus complicating the problem
of maintaining resolution and signal-to-noise ratio over a wide input range. Converting
the light intensity to a frequency overcomes limitations imposed on the dynamic range
by the supply voltage, the noise and the ADC resolution.

One such device is a low-cost programmable silicon opto sensor TSL230/235/245
from Texas Instruments with a monolithic light-to-frequency converter [56]. The output
of these devices is a square wave with a frequency (0—1 MHz) that is linearly propor-
tional to the light intensity of the visible and short infra red radiation. Additionally the
devices provide programming capability for the adjustment of the input sensitivity and
the output scaling. These capabilities are effected by a simple electronic technique,
switching in different numbers of the 100 elements of the photodiode matrix. For costs
reasons, the low-cost microcontroller with a limited frequency range may be used for
the frequency-to-digital converter due to the output scaling capability. Options are an
undivided pulse train with the fixed pulse width or the square wave (50% duty-cycle)
divided by 2, 10 or 100 outputs. Light levels of 0.001 to 100000 pW/am? can be
accommodated directly without filters [56].

Since the conversion is performed on-chip, effects of external interference such as
noise and leakage currents are minimized and the resulting noise immune frequency
output is easily transmitted even from remove locations to other parts of the system.
The isolation is easily accomplished with optical couples or transformers.

Another interesting example is the integrated smart optical sensors developed in
Delft University of Technology [57,58]. Integrated on-chip colour sensors have been
designed and fabricated to provide a digital output in the IS2 bus format. The readout
of photodiodes in the silicon takes place in such a way that pulse series are gener-
ated with the pulse frequency proportional to the optical intensity (luminance) and the
duty-cycle to the colour (chrominance). The colour information is obtained using the
wavelength dependence of the absorption coefficient in the silicon in the optical part
of the spectrum, so no filters are required. The counters and the bus interface have
been realized in a bipolar and CMOS version with enhanced resolution which is being
investigated.
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1.5 Humidity Frequency Output Sensors

Frequency—time-domain humidity and moisture sensors can be created based on
humidity-capacitance-frequency (or duty-cycle) converters. Relative humidity sensors
HS1100/HS1101 from HUMIREL (USA) are based on a unique capacitive cell.
Together with two types of frequency (duty-cycle close to 50%) output circuits,
these are sensors with x(¢) — C(¢) — F(t) conversion (third group in Figure 1.4).
The circuits are based on the IC TLC555. Though these timers are not precise, the
conversion error does not exceed 1%. The typical frequency range is 5978-7285 Hz.
Based on the rugged HS1101 humidity sensor, HF3223/HTF3223 is a dedicated
humidity transducer designed for OEM applications where reliable and accurate
measurement is needed. The direct interface with a microcontroller is made possible
by the module’s linear frequency output (8030-9560 Hz) for 10-95 RH (%)
measurements [59].

E + E ELEKTRONIK (Germany) manufactures a humidity/temperature transmitter
with frequency output (EE05, EE 25 series) [60]. It provides a pulsed signal for both the
humidity and the temperature. Every microprocessor system is able to read these data
by simply counting the pulses without expensive A/D converting. The measuring range
is 0-100% RH, the frequency range is 62.3—47.1 kHz and 12.5-9.4 kHz dependent
on the type and the accuracy is +2% RH (for EE 25 series).

Another humidity sensor was fabricated by Galltec (Germany). It is also the sensor
with x(t) — C(t) — F(t) conversion. One application circuit with the frequency
output for FE09/1, FE09/2 and FE09/4 humidity sensing elements is designed on the
discrete components (5-95% RH corresponding to 54—47 kHz). The second applica-
tion circuit with the frequency output for the same sensing elements is based on the IC
555 (5-95% RH corresponding to 33—-27 kHz and 3-2 kHz for FE09/1000 sensing
element).

1.6 Chemical and Gas Smart Sensors

An academic/industrial UK LINK project is currently developing the handheld elec-
tronic nose (H?EN) — an array of sensors simulating the human olfactory response. The
approach described in [61] places the resistive sensor in the feedback loop of a ‘digital’
RC oscillator, the output of which is a square wave with a frequency inversely propor-
tional to the sensor resistance. The frequency measurement technique used (period
counting) counts the number of cycles of the internal FPGA oscillator module n, over
a period equal to a fixed number of cycles of the sensor oscillator n;. The current proto-
type H?EN uses an embedded ELAN SC400 486SX microcontroller. In order to reduce
the interference due to noise the acquired data are averaged by increasing n until the
noise performance becomes acceptable. This approach achieves two objectives: firstly,
random errors due to noise tend to be minimized and secondly the resolution of the
final measurement is improved. Both are achieved at the expense of the measurement
speed.

The sensors constituting the array are selected for their chemical affinities and are
typically based on chemisorbing polymer films. Many of the following sensors can
be used, and a serial polling of each sensor reading creates outputs. In an ideal array
response each output corresponds to only one analysis or chemical compound. One
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Table 1.4 Industrial frequency—time-domain and digital sensors on sensors web portal
(http://www.sensorsportal.com)

Sensor/transducer Range Frequency Accuracy  Relative
output error,%
Pressure
ETF-1-1000 (Kulite GmbH) 1.7...350 bar 5...20 kHz * +2%
ADZ Sensortechnik GmbH 0...8.8 bar 1...23 kHz * *
VT 1201/1202 0.5...180 15...22 kHz +0.25%
CHEZARA (Ukraine) (60) MPa * (0.15%)
Druck (Germany), RT200, * Digital * 0.01%
RT301
Amerada, QPT16K177C, 16000 psia 10...60 kHz +0.02%
QPT16K150C
QPT10K150C 10000 psia 10...60 kHz * + 0.02%
Patriot, SP550 10000 (20000) 1...11 kHz
psia * *
Keyence, AP30 0...1.000 MPa  Digital 0.2%
AP40 0...1 MPa Digital * 0.2%
ALTHEN, 8000 (8DP, 8WD, * Digital/frequency * 0.01%
8B)
Paroscientific Inc., Digiquartz ~ 15...40000 psia Digital * 0.01%
Model 710
Pressure Systems, Quartzonix, 15...500 psia 30...45 kHz 0.01%
Series 960, Series 970
0...115 kPa Digital * 0.01%
(0...3333 kPa)
Temperature
SMT 160-30 —45...4130°C 1...4kHz +0.7°C  £0.54%
(SMARTEC, The Netherlands)
DS1821 (DALLAS, USA) —55...4125°C Digital +1%
AD7816/7817/7818 (Analog —55...4125°C Digital +2.0°C *
Device)
National Semiconductor, LM77 —55...+125°C Digital (9 bits) +3.0°C *
THSENS-F (Hungary) —50...4+150°C 400...1600 kHz +£2.0°C *
SBE, Model SBES, Model 0...430°C 0.1...200 Hz +0.01°C
SBE 3F
=5...435°C 2...6kHz +0.001°C *
Slope Indicator (USA), VW —45...100°C +0.1°C. *
Sensors
Humidity
HS1100/HS1101 (HUMIREL, 0...100% RH 7285...5978 Hz * > +1%
USA)
EE 05/25 (E+E 0...100% RH 62.3...47.1 kHz +£2% RH
ELEKTRONIK GmbH) 12.5...9.4 kHz *
FE09/1, FE09/2, FE09/4, 30...300 kHz
FE09/1000
(Galltec GmbH) 0...100% RH 3...30kHz +1.5% RH *

(continued overleaf)
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Table 1.4 (continued)

Sensor/transducer Range Frequency Accuracy Relative
output error,%
Light
TSL230, 235, 245 300...1100 nm *
(Texas Instruments, USA) +infrared range 0...1.1 MHz +5%

Rotation Speed

A5S07/08/09 BR Braun GmbH * 0.5...25 kHz * *

BES516-371/324/325/356 0...3000 Hz

BES516-349/384 * 0...5000 Hz * *

BALLUFF (Germany)

MS1200 CSEM (Switzerland) * 0...40 kHz * *

14.3862 (Russia) * 20...830 Hz * *

Flow

VRO00, VR10, VR25 SIKA 15...1000 I/min 10...1000 Hz * +3%
(Germany)

Hayward, Model 2000 0.15...10 m/sec 42 Hz/m/sec * +1%

* — Information is not available.

such solid-state SAW sensor is described in [62]. This sensor is an uncoated, high-Q
piezoelectric quartz crystal with a natural resonating frequency of 500 MHz. Its surface
temperature is controlled by a small thermoelectric element that cools the surface to
promote the vapour condensation and then heats it for cleaning between analyses.

The added mass of the analyte condensing on the crystal’s surface lowers the vibra-
tion frequency in direct proportion to the amount of the condensate. This frequency is
mixed with a reference frequency, and the intermediate frequency (typically 100 kHz)
is counted by a microprocessor.

The acoustic gas sensor is described in [63]. In this sensor, the sound velocity is
continuously measured with high resolution in a gas-filled cell, by controlling the
frequency of an oscillator via the transit time of the sound between an ultrasound
transmitter and a receiver element. The circuitry for control, signal processing and
communication is based on the microcontroller PIC-17C44. This microcontroller can
handle frequency input signals directly, and also provides analog output signals by
means of pulse width modulation (PWM).

Chemical signal domain sensors can be used not only for measuring different chem-
ical quantities and compositions of mixed gases, but also for measuring ‘non-chemical’
quantities such as the rotation speed [64], for which electrical and magnetic signal
domain sensors are usually used. Electrochemical oscillations have often been observed
in iron immersed in a solution containing phosphoric acid and hydrogen peroxide. This
oscillation has been interpreted by the cross-linkage between electrochemical reactions
and mass transport processes in the vicinity of an electrode. Therefore, the oscillation
frequency is expected to reflect the flow rate around the electrode. A rod of carbon steel
S50C was mounted in the rotating disc apparatus. The intersection of the rod rotated
concentrically. In a mixture of 0.5 M phosphoric acid and 1.5 M hydrogen peroxide
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the highly stable electrochemical oscillation appeared. The amplitude of the potential
change was about 600 mVp-p. The oscillating frequency was a sensitive function of
the rotation rate in the range of 100 to 2000 rpm.

Summary

The huge number of frequency—time-domain sensors is certainly not covered by this
review. However, from this survey it is possible to draw the following conclusions.
The rapid development of microsystems and microelectronics in a whole promotes
the further development of different digital and quasi-digital smart sensors and trans-
ducers. Today there are frequency—time-domain sensors practically for any physical
and chemical, electrical and non-electrical quantities. The obvious tendency of accu-
racy increasing up to 0.01% and above is observed. These devices work in broad
frequency ranges: from several hundredth parts of Hz up to several MHz. The exten-
sion of their ‘intelligent’ capabilities including intelligent signal processing is traced.
The wide distribution of these sensors has accorded converters of different parameters
(voltage, current, capacity etc.) into frequency.

The process of miniaturization boosts the creation of multichannel, multifunction
(multiparameter) one-chip smart sensor and sensor arrays. The basic characteristics of
the majority of described sensors are listed in Table 1.4. More detailed information
can be obtained from Sensors Web Portal (http://www.sensorsportal.com).
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10

SMART SENSOR BUSES AND
INTERFACE CIRCUITS

In large measurement and control systems (modern cars, for example), which include
hundreds of sensors, communication between a central computer and the smart sensors,
which are widely scattered, is difficult. It is probable that the sensors are produced by
different manufacturers, and that the sensors’ outputs have different formats. In order
to design efficient sensor systems the data transfer must ideally be organized in an
orderly and reliable fashion. Such systems are called bus systems or networks. In
general a bus system consists of a central computer that is connected by a number of
wires to a large number of sensors. When a sensor is activated to send information into
the central computer, the sensor’s address is selected and the sensor will be switched
to the digital data line. The central computer can initiate different kinds of tests and
recalibrations. Every sensor is connected to the same wires. A dedicated transmission
protocol is applied to allow a flexible and an undisturbed data flow.

There are many buses now available and it is still difficult to find the one to suit
smart sensors’ requirements. We do not intend to describe in detail all existing sensor
buses and network protocols in this book. For more detailed information we recom-
mend references [8] and [178]. The mission of this last chapter is to show the most
applicable digital bus interfaces for smart sensor applications as well as to answer what
is expedient to do with analog sensors.

10.1 Sensor Buses and Network Protocols

A number of different protocols exist, each having its own interface requirements.
The requirements stipulate such parameters as headers, the data-word length and type,
the bit rate, the cyclic redundancy check, and many others. Table 10.1 shows distinct
smart-sensor network protocols.

There are some interface devices available, for example, Motorola, produces versions
of its 68HC705 microcontroller that provides a J1850 automotive-network interface
and variations of the company’s 68HCO0S5 microcontrollers that incorporate computer-
automated network interface functions.

All these interfaces are strongly associated with their field of application. A close
examination of existing buses shows that these are designed to fit a special set of
requirements, for example domestic, industrial and automotive applications, measuring
systems, etc. as shown in Table 10.1. Smart sensors are a new kind of application,
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Table 10.1 Sensor network protocols

Sensor network protocol Developer
Automotive

J-1850, J-1939 (CAN) SAE

J1567 C*D SAE (Chrysler)

J2058 CSC SAE Chrysler

J2106 Token Slot
CAN

VAN

A-Bus

DB

MI-Bus

Hart

DeviceNet, Remote 1/0
Smart Distributed Systems
SP50 Fieldbus
LonTalk/LonWorks
Profibus DP/PA

ASI Bus

InterBus-S

Seriplex

SERCOS

IPCA

HP-IB (IEEE-488)
Arcnet

WorldFIP

Filbus

SAE (General Motors)
Robert Bosch GmbH
1SO

Volkswagen AG
Philips

Motorola

Industrial

Rosemount

Allen-Bradley

Honeywell

ISP+World FIP = Fieldbus Foundation
Echelon Corp

DIN (Germany), Siemens

ASI Association

InterBus-S Club, Phoenix

Automated Process Control (API Inc)
VDW (German tool manufacturers assoc)
Pitney Bowes Inc

Hewlett-Packard

Datapoint

WorldFIP

Gespac

Building and office automation

BACnet
IBIbus
Batibus
Elbus

Smart House
CEBus
I’C

Building Automation Industry
Intelligent Building Institute
Merlin Gerin (France)
Germany

Home automation

Smart House LP
EIA
Philips

University protocols

Michigan Parallel Standard (MPS) University of Michigan
Michigan Serial Standard (MSS) University of Michigan
Integrated Smart-Sensor Bus (IS?) Delft University of Technology
Time-Triggered Protocol University of Wien, Austria
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therefore the majority of existing digital bus systems cannot be directly applied while
maintaining optimum performance.

The I°C is a very interesting bus from a smart sensor point of view [8]. The topology
is rather simple and it has minimum hardware requirements compared to the D’B.
But whereas the hardware specification allows simple interfacing, the communication
protocol is too rigid. This prompted the design of a new Integrated Smart Sensor bus,
IS? similar to the I>C bus, but with a highly simplified protocol. To keep the complexity
of the required electronics to a minimum, only the most elementary functions are
implemented in the bus. As in I>C, the IS? bus requires two lines for communication:
a clock line and a data line. An important feature of the IS? bus is that the data field
length is not defined. The transmission can be terminated either by the data master or
the data sensor [8].

One of the new industrial examples is the colour digital image sensor MCM20027
from Motorola [179]. This sensor is digitally programmable via the I>C interface.

Another interesting bus from a smart sensor point of view is the Controller Area
Network (CAN), which has recently received a wide distribution. It is an advanced
serial communication protocol for automotive networking, which efficiently supports
distributed real-time control with a very high level of reliability. Originally devel-
oped at the beginning of the 1980s by Bosch to simplify the wiring in automobiles,
its use has spread to machine and factory automation products. It is also suitable
for industrial applications, building automation, railway vehicles and ships. The CAN
provides standardized communication objects for process data, service data, network
management, synchronization, time-stamping and emergency messages. It is the basis
of several sensor buses, such as DeviceNet (Allen-Bradley), Honeywell’s SDS or Can
Application Layer (CAL) from CAN in Automation, a group of international users
and manufacturers, which comprises over 300 companies. CANOpen is a family of
profiles based on CAN, which was developed within the CAN in Automation group.
The extensive error detection and correction features of the CAN can easily withstand
the harsh physical and electrical environments presented by a car. The SDS was devel-
oped by Bosch for networking the majority of the distributed electrical devices in an
automobile, initially designed to eliminate the large and expensive wiring harnesses in
Mercedes.

Other sensors with the CANopen bus are the pressure transducer of COP series
with full-scale accuracy up to 0.15% [180] and the microprocessor-controlled CO,
sensor based on the infrared light absorption from Madur Electronics (Austria) [181].
The latter is also available with the M-Bus interface. Dynisco Europe GmbH, STW
and BDsensors have also proposed some new pressure sensors with the CAN inter-
face [182].

Today many semiconductor manufacturers offer microprocessors with embedded
CAN controllers. For example, the DS80C390 from Dallas Semiconductor, SAK
82C900 and SAE 81C90/91 standalone CAN-controllers, the 16-bit microcontroller
C167CR/CS, C164CI and C505CA, C515C8051-compatible microcontrollers from
Infineon Technologies Corporation, 68HC05/08/12 microcontrollers from Motorola,
uPD78070Y and uPD780948 8-bit family microcontrollers and V85S0E/IA1/SF1 32-bit
family microcontrollers from NEC Electronics Inc [183].

A sensor bus interface for use in generic bus-organized sensor-driven process control
systems was developed at the University of Michigan. The sensor-bus interface is
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microprocessor-controlled. There are parallel and serial bus structures. Both are suitable
for distributed control systems.

10.2 Sensor Interface Circuits
10.2.1 Universal transducer interface (UTI)

A common disadvantage of many digital interfaces is that many analog sensors cannot
be interfaced in a low-cost way. In order to eliminate this disadvantage, the Universal
Transducer Interface (UTI) circuit for different kinds of analog sensors was designed
in the Electronics Research Laboratory, Delft University of Technology [184] and is
manufactured by Smartec [185]. It is a complete analog front end for low frequency
measurement applications, based on a period-modulated oscillator. Sensing elements
can be directly connected to the UTI without extra electronics. Only a single refer-
ence element, of the same kind as the sensor, is required. The UTI is intended for
the low-cost market, for systems where this interface provides an intermediate func-
tion between low-cost sensor elements on the one hand and the microcontroller on
the other. This interface, which is directly read out by a microcontroller, services the
following sensor elements: Pt resistors, thermistors, potentiometers resistors, capaci-
tors, resistive bridges. With some extra electronic circuitry, the UTI can be used to
measure voltage (two ICs MAX4560) and current, which makes them suitable for ther-
mopiles, thermocouples and other types of voltage- or current-output analog sensors.
The UTI converts low-level signals from an analog sensor to a period-modulated (duty-
cycle) microcontroller-compatible time domain signal [186]. When the sensor signal
is converted to the time domain, using a period modulator in the UTI, then the micro-
controllers do not require a built-in ADC. So, if the UTI is connected to an Intel
87C51FB microcontroller, for example, it is possible to measure the period with a
0.33 s resolution.
The signal conversion is carried out according to the linear law:

M; =k - Si + Mo, (10.1)

where S; is the analog output sensor’s signal, k and My are measuring converter
parameters that directly influence conversion error. In order to achieve high accuracy
the UTT operates in auto-calibration, which is based on a three-phase differential method
of measurement. The given method allows removing the error caused by the above
parameters. The essence of this method of measurement consists of the measurement
of three signals: S} = 0, S, = St and S3 = S, (zero, reference and measurand) during
one cycle:

Mot = Mo,
Miet = k - Srer + Mo, (10.2)
M, =k-S, + My.

The output signal of the UTI has three informative components and is shown in
Figure 10.1.
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Toff Tref Tx Toff Tref
Vob
GND
1 cycle 1 cycle

Figure 10.1 Period-modulated output signal of UTI for 3-phase mode

During the first phase T, the offset of the complete system is measured. During
the second phase T, the reference signal is measured and during the last phase 7,
the signal itself is measured. The duration of each phase is proportional to the signal
that is measured during that phase. The result is the ratio:

I — T  Cx R Vi

M=——= or = or = (10.3)
Tref - Toff Cref Rref Vref

There are 16 different modes with 3—5 phases within one cycle [187]. The connec-
tion of capacitors (up to 12 pF, mode 0O, 1, 2) to the UTI and time diagram for
this mode are shown in Figure 10.2. It is possible to measure multiple capacitances
as well as capacitances from 300 pF to 2 pF. Possible applications are liquid level
sensors, humidity, position, rotation, movement, displacement sensors. The result can
be calculated as follows:

Txi - Toff Cxi

M= X
Tref - Toff Cref

(10.4)

The connection of the thermistor Pt100 (R,) to the UTI and the time diagram for
the modes 5, 6, 7 and 8 is shown in Figure 10.3.
The result can be calculated according to the formula:

Tx - Toff _ Rx

M=o _
Tret — Tofi  Reer

(10.5)

The connection of the resistive bridge to the UTI and the time diagram for modes 9
and 10 is shown in Figure 10.4.

—8
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c

+—H o ouT

2 e

Figure 10.2 Measurement circuit for small capacitance and output signal of UTI
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Figure 10.3 Measurement circuit for thermistor and output signal of UTI
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Figure 10.4 Measurement circuit for resistive bridge and output signal of UTI

Possible applications are pressure sensors and accelerometers. The measuring result
can be calculated as follows:

_ 1 Teo—Tox _ Ve (10.6)
32 Tap—Toir  VaB '

The connection of potentiometers to the UTI and the time diagram for this mode is
shown in Figure 10.5.
The measuring result can be calculated according to the following equation:

_ Ty —Tor Ry
Ter — Toir - Ry,

; (10.7)
For the measurement of multiple sensing elements it is possible to use one UTI
combined with a multiplexer as shown in Figure 10.6:
Using the power down function of the UTI it is possible to build up a multiple-
channel measurement system, because the output impedance of the UTI is very
high when the power down is low (PD = 0). The interfacing multiple UTIs for the
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Figure 10.5 Measurement circuit for potentiometer measurement and output signal of UTI
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Figure 10.6 Multiple sensing elements measurement

microcontroller is shown in Figure 10.7. To measure a certain channel, the UTI is set
to ‘1’ while others must be set to ‘0’.

The output signal of the UTI can be digitized by counting the number of internal
clock cycles in each phase. This sampling introduces a quantization error. The relative
standard deviation can be calculated by the following formula:

1 ts
o) =———,
1 \/8 Tphase

where £, is the sampling time and Tphase is the phase duration. When the sampling time
is 1 ps and the offset frequency is 50 kHz, the standard deviation of the offset phase
is 12.5 bits in the fast mode and 15.5 bits in the slow mode. Further improvement of
the resolution can be obtained by averaging over several values of the measurand.

Typically, the linearity of the UTI has values between 11 bits and 13 bits, depending
on the mode. The UTI is ideal for use in smart microcontroller-based systems. One
output-data wire reduces the number of interconnected lines and reduces the number
of opto-couples required in isolated systems.

(10.8)
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Figure 10.7 Setup for the measurement of multiple channel signal

The microcontroller is used to measure the period-modulated signal from the UTI,
to process the measured data and to output digital data to a central computer via the
communication interface.

Main technical performances of the UTI are shown in Table 10.2.

10.2.2 Time-to-digital converter (TDC)

Another interesting IC used with quasi-digital smart sensors is the Time-to-Digital
Converter (TDC) from Acam-Messelectronic GmbH [188]. It can be used wherever
physical quantities need to be digitized for purposes of data processing, with applica-
tions including:

Table 10.2 Technical performances of UTI

Parameter Range
Capacitive sensors, pF 0-2, 0-12, up to 300
Platinum resistor Pt100, Pt1000
Thermistor, k2 1-25
Resistive bridges with max imbalance £4% or 250 Q-10 k2
+0.25%
Potentiometers, k2 1-50
Resolution, bits 14
Linearity, bits 11-13
Measurement time, ms 10-100
Suppression of interference, Hz 50/60
Temperature range, °C —40-+ 85
Power supply, V 2.9-55

Current consumption, mA <25




SUMMARY 253

ultrasonic-based flow and density measurements
temperature measurements (Pt100, Pt500)
nuclear and high-energy physics

laser distance measurement

ultrasonic position feedback devices
capacitance and resistance measurement

frequency and phase measurement (in a few ranges).

By using TDCs the measurement is transferred into time domain signals, making it

possible to convert the electronics into a digital single-chip solution.

There is the 2-channel TDC-GP1 and the 8-channel TDC-F1. Some main features

of the TDC-GP1 are:

two measuring channels with a resolution of approx. 250 ps
two measuring ranges: 2 ns—7.6 pus and 60 ns—200 ms

four ports to measure capacities, coils or resistors with 16-bit precision and up to
20000 measurements per second

an internal ALU for calibration of the measurement results. A 24-bit multiplication
unit enables the results to be scaled

low power consumption (10 LA); full battery operation is possible
8-bit processor interface

ranges for R, L and C measurements: 100 Q—>1 M, 10 puH->10 H,
10 pF—>1 mF accordingly.

The key features of the TDC-F1 are:

eight channels with approx. 120 ps resolution

optional four channels with approx. 60 ps resolution
optional 32-bit channels with approx. 5.7 ns resolution
measuring range of approx. 7.6 pus

8-bit I/O interface.

It cannot measure R, L. and C parameters or meet the demands of experiments in

high-energy physics.

Summary

One of the triggers for the growth of smart sensors is the forthcoming sensor bus stan-
dard. The standard will spawn both a wide range of smart-sensor ICs and a generation
of sensor-to-network interface chips.
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Due to available industrial interface circuits, it is possible to convert analog sensors’
signals to the quasi-digital domain easily. The following approach allows an important
smart sensor feature: self-adaptation. The interfacing circuits considered above are able
to control accuracy and speed using suitable software.
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FUTURE DIRECTIONS

Two factors promise to trigger the explosive growth in smart-sensor ICs in the near
future. The first is the rapid advances that IC manufacturers are making in microelec-
tromechanical systems (MEMS). Micromachining, both bulk (using deep anisotropic
etching) and surface (using thin-film surface layers) are current MEMS processes that
many sensor ICs use.

The second growth trigger for smart sensors is the sensor bus standard. The standard
will spawn both a wide range of smart-sensor ICs and a generation of sensor-to-network
interface chips.

In this market, many companies and countries are in strong competition and as a
result there is severe market saturation. The only way to survive in this market is to
offer new functions for the same price or to drastically improve the price/performance
ratio. One possible way to achieve this is to use novel advanced processing methods
and algorithms with self-adopting capabilities.

The degree of integration of microelectronics on a chip can be further increased. Of
course, the implementation of the microcontroller in one chip together with the sensing
element and the signal-conditioning circuitry is an elegant and preferable engineering
solution in the creation of modern smart silicon sensors. However, the combination of
monolithic and hybrid integration with advanced processing and conversional methods
in many cases is able to achieve magnificent technical and metrological performances
for a shorter time-to-market without additional expenditure for expensive CAD tools
and a long design process. For the implementation of smart sensors with hybrid-
integrated processing electronics, hardware minimization is a necessary condition to
reach a reasonable price and high reliability. It is especially true for non-silicon generic
technologies like piezoelectric materials, polymers, metal oxides, thick- and thin film
materials, optical glass fibres, etc.

The task of creating different smart digital and quasi-digital sensors for various
physical and chemical, electric and non-electric quantities is one of the most important
and urgent tasks of modern measurement technology. An increase in the accuracy of
frequency—time-domain sensors as well as increasing distribution of multiparameters
smart sensors are expected in the future.
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2

CONVERTERS FOR DIFFERENT
VARIABLES TO
FREQUENCY-TIME
PARAMETERS OF THE
ELECTRIC SIGNAL

Apart from the various types of frequency sensors considered below there is another
big group of analog sensors with current, voltage or resistance output. These are,
for example, thermocouples, potentiometric sensors etc. When using the frequency
signal as the sensor’s informative parameter, it is expedient to use voltage (current)-
to-frequency converters of the harmonious or pulse signal in the measuring channel.
Such converters are frequently used in practice due to their good performance: linear-
ities and the stability of transformation characteristics, accuracy, frequency ranges,
manufacturability and simplicity.

2.1 Voltage-to-Frequency Converters (VFCs)

The operational principle of majority VFC consists in alternate integration of input
voltage and generation of pulses when the integrator’s output voltage equals to the
reference voltage. VFC with continuous integration have special advantages. Such
converters do not require additional time for returning the integrator to an initial
condition at the beginning of a new conversion cycle.

Initially such converters were developed based on magnetic materials with a rect-
angular hysteresis loop. These were the elementary magneto-transistor multivibrators
with input frequency directly proportional to the input voltage [65,66]. Various modifi-
cations with improved characteristics and possibilities [67—69] were further developed.
For example, a pulse-width modulator with constant amplitude of output pulses and
direct proportionality of the duty factor to input voltage has been described in [67].
A magneto-transistor multivibrator with high sensitivity (1000 Hz/mV), 1000 €2 input
resistance for usage in VFCs for sensors such as thermocouples, resistive thermometers
and strain gauges [68] has been developed. It has a voltage range 0—20 mV at nonlin-
earity of transformation characteristic +0.4%. The high initial frequency of the input
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signal 250 kHz essentially reduces the transient time and the drive circuit’s induc-
tance. The distinctive feature of the multivibrator offered in [69] is its use for the
linear transformation of positive as well as negative voltage into frequency. However,
the use of VFCs with magnetic elements has not received a wide distribution for the
precise transformation of the voltage (current) into a pulse-frequency signal because of
the strong dependence of the core’s parameters on temperature. The suggested circuits
for the temperature compensation were too complex and did not allow the complete
exclusion of temperature influences.

The development of integrating VFCs based on symmetric controlled multivibrators
was made in parallel. They differed by simplicity and high technical and dynamic
characteristics [70,71]. Working in multichannel code-pulse remote metering systems
with frequency output sensors in the industrial environment in temperatures up to
+50°C, VFCs reliably carried out linear transformation of the voltage 4-45 V into
frequency signals 1.8—20.0 kHz. They guaranteed nonlinearity of the transformation
characteristic not worse than £0.2% and relative temperature error up to £0.5 %
[72,73]. In the patent [71] it is described how the authors removed the nonlinearity
error caused by the non-identity of the two driving current circuits, providing the linear
charge (or discharge) of integrating capacitors in the multivibrator. It was achieved due
to the usage in the multivibrator of one driving current transistor instead of two.

It has been demonstrated, that by using stricter requirements to the conversion accu-
racy, it is expedient to use similar integrating elements, for example, the charge of the
capacitor and the compensation of it by the discharge impulse with constant amplitude.
Therefore, the most acceptable for usage in integrated VFCs were:

— Integration with the help of the capacitor (change of the multivibrator’s frequency
by the change voltage, the current or the resistance). The range is 10—100% and
the basic error is 0.5%.

— Charge of the capacitor by the direct current proportional to the measurand and
the fast discharge by achievement of the threshold level (the range is 0—100%,
the fiducial error is 0.3%).

— Charge and discharge of the capacitor by the direct current proportional to the
measurand (the range is 0—100%; the fiducial error is 0.1%).

Creation of operational amplifiers and other elements of microelectronics have open-
ed a way to design more perfect integrators and the VFC on the basis of new principles
of integration.

VEFCs of direct transformation with open structures, and VFCs of the compensatory
type with feedback [74—76] can be defined. Among the open-type VFCs greatest distri-
bution has been received integrating converters based on the cyclic charge during
time Ty, and the discharge during Tgischarging Of the integrator’s integrating capacity
(Figure 2.1a).

The main source of methodical error is the time off 7 during which the integrator
is prepared for a new cycle of transformation V, — f, (i.e. comes back to an initial
state). Reduction of this error requires the inequality satisfiability Ty < Tiischarging, and
its suppression 7Ty = 0. A more radical method of error suppression is to use two
alternatively working integrators (Figure 2.1b), or the usage of the integration and the
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Figure 2.1 Charge and discharge diagrams of integrating capacitors
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Figure 2.2 Two-integrator VFC

‘disintegration’ (Figure 2.1c). In these cases, the methodical error will be completely
suppressed.

A simple VFC containing two integrators based on operational amplifiers is shown
in Figure 2.2.

Each of the integrators is working alternatively, continuously—cyclically without
dividing pauses between cycles, due to the RS-trigger with comparators on inputs.
The trigger is nulled each time an input voltage of one of the integrators equals the
stable reference voltage Vj. Owing to the comparator’s output the signal will toggle the
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RS-trigger in the opposite state. One of the switch discharges the integrator’s capacitor
and the second starts a new cycle of integration of the input voltage V, —the described
process is then repeated.

VFCs with feedback [74—76] have higher accuracy, stability and the opportunity for
sensor signal processing with a low level of input signal, compared with open-type
VFCs. The most preferable is a VFC with pulse feedback. Some basic types [76] will
be considered below.

The VFC including an integrator based on an operational amplifier, a comparator and
impulse feedback loop is shown in Figure 2.3. With the help of feedback loop the pulses
with stable volt-second square Sy, amplitude V' and duration 7 are periodically formed.

At integration of the input voltage V,, the voltage V of the integrator’s output
reaches the comparator’s threshold. This drives the impulse feedback loop, which
forms a pulse V{) whose polarity is opposite to the polarity of the input voltage. With
the feedback impulse Sy on the integrator’s input the voltage is linearly increasing
during time fy. Further, under the influence of the voltage V, the integrator’s output
voltage is decreasing to reach the comparator’s threshold. Then the conversion cycle
of V. — f, is repeated again. The VFC’s output frequency while forming the impulse
feedback is. R |
f x = ?0 . V. .

0-To

@2.1)

For an ideal integrator, the output frequency is proportional to V, and does not
dependent on the feedback pulse form. Only the stability of the volt-second square S
is important, which is not a difficult technical task.

Another version of a VFC with impulse feedback, but with separate formation of
amplitude V and the duration 7 is shown in Figure 2.4. It contains an integrator and a
comparator based on operational amplifiers Al and A2; a D-trigger is applied, a clock
then inputs reference pulses of frequency fomin = 2.5 fymax> the voltage reference, the
analog switch and resistors R and Ry of integrating circuits of the input and reference
voltage source.

This VFC functions almost like the previous VFC (Figure 2.3) except that at the
comparator operation, the input signal operates on the D-trigger’s input, and at receipt
of the first impulse of the reference frequency fjy on the trigger’s clock input the last
one is toggled and produces the driving pulse for the analog switch. Thus by the

Vi —{ K

Comparator

+
I Feedl_)ack ]
Ro section

> £,

Figure 2.3 VFC with impulse feedback loop
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Figure 2.4 VFC with impulse feedback and separate forming of amplitude V{, and duration 7,

integrator’s input through the resistor R the reference voltage V; is connected. After
the capacitor has been discharged, the comparator E is returned to an initial stage
by the pulse of frequency fy. The D-trigger is also returned to the initial stage and
disconnected from the integrator reference voltage Vj.

There are the following sources of the VFC conversion error:

1. inaccuracy and instability of the Ry/R ratio

2. inaccuracy of integration

3. instability of the comparator’s threshold during one conversion cycle

4. absence of synchronization of pulses f; with the moments of the comparator
operation

5. instability of the reference voltage Vj

6. instability of the time interval 7.

The use of the appropriate circuitry and technological measures may reduce the
errors of V., — f, conversion listed above.

Further modification of the circuits considered above, which allows reduction of the
nonlinearity error and the error due to synchronization absence between the moments of
the comparator operation and the beginning of the feedback impulse forming is shown
in Figure 2.5. It is achieved by the additional J-K trigger, the coincidence circuit, the
frequency divider with division factor n and increasing the reference frequency fy by
n times.

Due to the increase in frequency fy by n times and the use of the frequency divider
with the division factor n on the J-K trigger’s input the feedback impulse duration

remains constant and equal to:
1

=+

However, the maximal delay of the D-trigger operation is decreased and does not
exceed 1/nfy. Due to this, the VFC accuracy is increased.

70 (2.2)
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Figure 2.5 VFC modification with impulse feedback

Let us consider principles of operation, features and technical performances of some
interesting integrating VFCs with a pulse feedback.

The full-range VFC is based on the balanced charge and discharge of the integrator’s
capacitor. It was created for the functionality extension of the digital frequency counter
for positive voltage, current and capacitance measurements [77,78]. Its circuit is shown
in Figure 2.6 and comprises an integrator, a comparator, a digital univibrator based on
a pulse counter and a quartz generator, a signal conditioner, a source of stable current
i and a high-speed transistor differential current switch.

The conversion is performed continuously —cyclically without dividing pauses. Dur-
ing the first part of the cycle the input current I, is integrated and during the second, the
difference of currents /, and i. Its duration is equal to the pulse width 7, of the output
frequency f,. The distinctive feature of the method [78] is the equality of quantity of
electricity on the integrator’s input and that consumed by the source of current through
the high-speed differential switch, which is carried out for some VFC cycles because

Vy R1
o— 14
R2 G
v
f,
One-cycle X
Compensation multivibrator
unit
Differential Matching
switch h unit
Current
source

Figure 2.6 Full-range VFC based on balanced charge and discharge of integrator’s capacitor
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of uncertainty of the time delay of the digital univibrator operation within the limits
of 0.125 ps. The measuring conversion’s equation may be deduced as follows.

The charge Q) acting during the time 7, to the integrator’s input from the source
of voltage V, is equal to:

V.- T,
Ql =L T, = - - (2.3)
R
and charge O, consumed from the integrator’s input by ¢ = it equals:
Q=N-gq=N-i-1, 2.4)

where N is the number of positive pulses on the univibrator’s output; t is the pulse
duration.

From the condition of equality Q1 = Q5, reflecting the principle of the VFC oper-
ation, it follows that

N Q2 I X Vx VX

fx:?x:q'TX:q:q'Rzi'.c'Rz

k-V,, 2.5)

where k is the conversion factor of the VFC. Hence the conversion V, — f, is linear,
and éf, = ék.

Taking into account the following values from the circuit R = 107 Q, i =2 x
107* A, T =5 x 1077 s the following equation for the direct readout is obtained:

fe(Hz) = 1000 - V,(V); Vi (V) = f.(kHz). 2.6)
The formula for current conversion is obtained in a similar way:
fe(Hz) = 10'°1(A); I,(nA) = 0.1 - f.(Hz). 2.7)

As follows from Equation (2.5) the main VFC error (instability) is determined by
the elements of its pulse compensating feedback. The instability of the integrator’s
capacitance, threshold of the comparator operation and the time delay of the digital
univibrator practically do not influence the VFC operation.

The VFC can work in a wide range of positive measuring voltages 1 mV-1000 V
without any switching as well as currents in limits from 107! up to 10™* A and higher
with the help of additional shunts. Together with a digital frequency counter and time
of measurement 7, = 1 s it is possible to measure the voltage of positive polarity with
the frequency error not exceeding 1073 f, 0.1 Hz. This VFC can be used similarly
to the controlled by voltage full range 10—10° Hz linear generator.

A voltage-to-frequency converter is shown in Figure 2.7. It realizes the voltage-to-
frequency conversion according to the method of binary integration [79]. At relative
simplicity and minimum hardware, this VFC achieves high accuracy for a wide range
of input voltages V.

This VFC contains an integrator based on an operational amplifier, a control switch,
a quartz generator, a threshold device and a time interval shaper of constant dura-
tion 0.1 s.

The V., — f, conversion is carried out in two steps. At the first step (duration 77),
only the voltage V, of negative polarity is integrated, and at the second step (dura-
tion Tp) both the voltage V. and the reference voltage V|, are integrated simultaneously.
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Figure 2.7 VFC based on method of binary integration

During step 7 the input signal acts through the resistor R; on the inverting integrator’s
input, the control switch will be closed. Thereafter the output voltage of the integrator
is increased, and the greater V,, the greater its steepness and less the duration 7;. As
soon as it reaches the threshold value the threshold device acts and drives the impulses
of the quartz generator on the time interval shaper’s input. By the pulse propagation
through the shaper’s divider the first voltage transition from ‘1’ to ‘0’ logical level on
the shaper’s output opens the control switch. The time interval Ty which is forming
begins with the same moment, during which voltage V; is acting on the inverting inte-
grator’s input through the resistor Ry. Its polarity is opposite but the amplitude is much
higher. As a result, the output voltage of the integrator will be linearly decreasing. After
the second transition from ‘0’ to ‘1’ the forming of the time interval 7 is finished, the
switch is closed, the pulse propagation of the quartz generator into the pulse shaper is
stopped and the VFC is again in the mode of integration, only the input voltage V..
Thus the averaging periodic process of conversion is realized in the VFC.

Idealizing the operation of the VFC’s units, the steady state can be described by the
following equation:

T T
/ kyVydt — (kaVo — k1 Vy)dt = 0, (2.8)
0 T

where k; and k, are the integrator scaling for the measuring and compensating signals
accordingly; T is the working cycle of the VFC during both conversion steps. Conse-
quently T = Ty + Tp.

If the voltage V., is constant during the readout period, Equation (2.8) can be written:

T1+Ty
kV,. T — kz/ Vodr =0 2.9
T

1

Otherwise the integral in Equation (2.8) may be replaced with the product V, T, where
V. is the average input voltage during the time (7} 4+ Tp) = T. After simple transfor-
mation, we obtain the linear dependence of the measuring transformation:

1 ky - Vi

fszzkz-So

=S5V, (2.10)
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where i
So :/ Vo dt (2.11)
0
is the volt-second square of the feedback impulse,
k R 1 1
S=e =t k= ko = (2.12)
ky-So  Ri-So R -C Ry-C

The analysis shows that the function of the measuring conversion of the VFC is
determined by the size of the volt-second square of feedback impulses and the ratio of
the summing resistance on the integrator’s input. It is obvious that the VFC accuracy
at first approximation depends on the stability of the specified parameters. Thus the
advantage of closed compensation VFC circuits above open circuits.

The above-considered VFC has a high enough conversion factor (10 kHz/V) for
the measuring interval 0.1 s and can be increased. The resolution is 1 mV, and the
conversion error is 0.05%.

Another voltage-to-frequency converter [80] in comparison with that considered
above converts the voltage V, to the output frequency f, as a result of continuous
tracing compensation by two input V, and compensating Veompensated VOltages which act
in the feedback loop as a result of the return transformation of the output frequency f..
This converter differs from other such VFCs in that the impulse shaper of the stable
volt-second square is entered into the feedback loop. Due to this, the reliability and
accuracy of conversion are essentially increased.

The circuit of such a VFC is shown in Figure 2.8 and consists of the subtracting
unit carrying out the function of the comparison element of V, and Viompensaed VOItages
and forming the voltage difference AV = V, — Viompensaed and two circuits—direct and
indirect. The direct circuit consists of an amplifier of the direct current and a controlled
generator. Usually in the direct circuit, high-sensitivity and less stable converters are
used. The feedback loop, in which as a rule, highly stable converters of homogeneous
size are used, consists of the impulse shaper of the stable volt—the second square, the
voltage divider, the integrator, the pulse-amplitude modulator and the fixing element.

The V. — f; conversion is realised by the following way. The input voltage of
undercompensation AV, on the subtracting unit’s output is transformed in the direct
circuit into the output frequency f,. In the steady state the frequency f, of the control-
led generator is proportional to the voltage Viompensaed- The integrator realizes the
integral from the sum of two voltages: V| from the pulse shaper’s output and V, from

V, v, | f,
o | G »
L Pulse shaper —| (- Pulse-amplitude | | Fixative |
Viompensated r modulator element
Voltage .
divider

Figure 2.8 VFC of tracing compensation type
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the fixing element’s output. The output voltage of the integrator is acting once per
period T, through the pulse-amplitude modulator to the fixing element. Both of these
elements form the negative feedback loop. As a result, the voltage V, on the fixing
element’s output is equal to the average voltage during the period T, acting from the
pulse shaper’s output of the stable volt—the second square and is equal to:

1 T
Vo= —"- / -Vyde (2.13)
T Jo

Thus, on the pulse shaper’s output there are pulses stabilized on the amplitude V;
and the duration 7o. As a result, the voltage Vcompensaed On the voltage divider’s output
within the size of undercompensation AV can be accepted to be equal to the converted
voltage V,. In view of the transfer factor k of the voltage divider, we will receive the
required linear dependence between the frequency f, and the input voltage V,:

1 1

JC:_:VX'—
f k-VO'T()

T 2.14)

This VFC of the tracing compensation type provides increased reliability and accu-
racy of measuring instruments and ADC, working in data acquisition systems.

Let us deduce the basic equations describing a static VFC at which the balance of
the measuring circuit is incomplete. We shall notice that due to the presence of the
undercompensation voltage AV = V, — Viedback = fx/ kac the balance of the circuit is
provided, though AV is a source of the static error, the value of which can be reduced
up to a minimum [81,104].

Let us consider the common block diagram of a static VFC (Figure 2.9). We shall
accept that the subtracting unit is the converter of the circuit of the direct conver-
sion of AV and we shall deduce some basic equations describing its operation and
characteristics [81].

For the state stage taking into account the linearity of characteristics of measuring
transformations and conversion factors of the subtracting device kg, factors of direct
kq. and indirect k;4; conversions, the following equations are valid:

AV = ksub(Vx - eredback) (2]5)
Jr = kac - AV = kye - ksub(Vx — Veeedback) (2.16)
eredback = kic . fx (2]7)
AV | % fx
4 g f,
Vx Vieedback 4
o
fx

Figure 2.9 Common block diagram of a static VFC
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Having carried out transformations and solved the equation relative to f, we have:

ksub . kdc

=—V, 2.18
1 + ksub : kdc . kic ( )

fx

Hence, the conversion factor of the VFC or sensitivity of balancing is

ksub : kdc

_ 2.19
1 + ksub . kdc : kic ( )

kvrc =
with value determined by units of measurements f,, V, and it is in (1 + kgpkackic)
times less than k;. but for this reason as will be shown below, the conversion accuracy,
the voltage range and the signal-to-noise ratio will be increased at the same time.
For the case when kgpkgckic > 1

1
kvec = .~ (2.20)

ic
It specifies that metrological and dynamic characteristics of the compensation VFC
are completely determined by similar characteristics of the indirect conversion. After
taking the logarithm, the differentiation and the transition to the final increments we
have:
Skypc = —8kic (2.21)

For the case when the condition kgkg.k;c >> 1 is not valid, we have:
Inkvpc = Inkgyp + Inkge —In (1 + kgpkackic), (2.22)

and after taking the logarithm, differentiation and transition to the final increments

Skgup Skgc ksuvkackic

Skvrc = + — Skie——F—1—— 2.23
YT T kgavkackic 1+ kaukackic 1+ kqukackic 229
For the most typical case, when kg, = 1, we have:
Sk Sk, kackic
akVFC — sub d d (224)

U+ kackie 1+ kackic 1+ kackie

Hence, the multiplicative component of the error in the circuit of the direct conver-
sion has been decreased (1 + kg k;.) times. Moreover, if errors 8k, and 8k;. are caused
by the same reasons they are subtracted.

Other characteristics of the VFC are the following:

e The balancing depth (k4 k;.) or the loopback amplification is equal:

eredback
kackic = 2.25
d AV (2.25)
e The statism kg, or the relative balancing error, equal to the AV is always constant

from the input value

AV AV AV 1
kstat =

Vi Vieedback + AV AV + kapkackic) 1+ ksuvkackic

(2.26)
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e The relative balancing depth:

A Vieedback
kdepth = % =1 — ktar (2.27)

Taking into account received characteristics

V, Vi .
fo= =0 —ksa) & —, if kg K 1 (2.28)
kic kic
Skvrc = Skycksiat + Sksubkstar — Skic (1 — Kiar) (2.29)

Neglecting the error dkg,, owing to its smallness we have:
Skvrc = Skacksiar — Skic(1 — ksat) (2.30)

In order that the conversion error including the §kg,, is insignificant, it is necessary
that kg, << 1. The limit of kg, reduction is the loss of the system stability at which
there is an abnormal mode of the V, — f, conversion. The optimum values kg, and
the loopback amplification are the following:

kstat_optimal = Skic/(?’_s)ékdc; (kdc . kic)optimal = G(Skﬂ (231)
i

It is necessary to note that apart from the high speed, the absence of the conversion
error caused by the incomplete balancing is another important advantage of such a
VEFC. Since this error has a regular character it may be taken into account by the VFC
graduation. It is possible because kg, does not depend on the measuring voltage V,,
therefore it may be easily corrected. The conversion error because of AV will take
place only in the case of the statism inconstancy. However, it can be reduced by
calibration of its regular, i.e. constant component.

The distinctive feature of the VFC with switching of the integration direction is
the use of the capacitor recharging for conversion of alternating voltages. Such a
VEC consists of the control charging devices, switches, an integrating capacitor, a
comparison device of the reference voltage and the capacitor voltage and a control
trigger (Figure 2.10).

1
> SW2 SW4 Vo
v ]
V, Integrating - fx
o Charger |—# capacitor > —>
3
2
> sws SW5 —
T
)

Figure 2.10 VFC with switching of integration direction
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The VFC works as follows. The voltage V is applied to the control charging device’s
input, the output current of which is the charging current of the integrating capacitor.
If, at the first moment, the switches SW2, SW5 are closed and SW3, SW4 opened, the
circuit / charges the integrating capacitor. Therefore

1 [T
Vi = _/ Icharge dr, Vi=Vp (2.32)
CJo

At the moment of equality V, = V), the pulse, which switches the control trigger, is
formed. Switches SW2, SW5 are opened, and SW3, SW4 closed. The new circuit of
the capacitor charge is formed under the current influence, the integrating capacitor is
recharged and the potential in point 2 is changed from —V{ up to + V. At the moment
of equality V, = Vjy the process begins again. We shall notice, that in both cases, the
potential in point 1 (in the first case) and point 2 (in the second case) grows linearly up
to the reference potential with a speed proportional to the value of the input voltage V.
Thus, there are oscillations in the circuit. We will have pulses, whose frequency depends
on the value of the input voltage V, on the comparison device’s output.

The charger device supports the current Ichage cOnstant at the integrating capacitor
charging at constant V,. The voltage on it depends linearly on time. From Equ-
ation (2.32) we find the time 7, of the capacitor recharging from —V, up to +Vj
and the basic equation for the V, — f, conversion:

C-V _2C-Vy 2C-V, 1 kv
T, = = 0 _ 0 fi=m = (2.33)
T, 2C-V,

- 9
I charge I charge k- Vx

where k is the conversion factor of a charger device.

It is obvious, that in order to have the linear dependence of the VFC’s output
frequency on the value V, it is necessary for the integrating capacitor to have stable
parameters, constant reference voltage, and a charger device with a straight-line char-
acteristic and large stabilization of the current Icpage. The experimental results are the
following V, = (0.1-1.5) V; f = (500-20 000) Hz; the nonlinearity error is 0.3%.

The best VFCs have almost as good performance and provide unique characteris-
tics when used as analog-to-digital converters, but are relatively slow. A lot of VFC
converters exhibit some nonlinearities in comparison with dual-slope converters.

New architectures of integrated VFC converters with the charge-balance, the inversed
VEC, the synchronized VFC and a relatively fast synchronous version of a VFC with
the charge balance were recently described in [82]. Their versatility, excellent reso-
lution, very wide dynamic range and an output signal that is easy to transmit often
provide attributes unattainable with other converter types. Since the analog quantity
is represented as a frequency of a serial data stream, it is easily handled in extensive
industrial multichannel systems. Virtually unlimited voltage isolation (tens of thousands
of volts, or even more) can be accomplished without loss in accuracy using low-cost
optocouplers or fibre optic links. At the other end, the digital signal can be either
digitally processed or reconstructed to analog, which is useful in many, for example,
medical, applications. A VFC possesses true integrating input and features the best
noise immunity, much better than a dual-slope converter. It is especially important in
industrial measurement and data acquisition systems.
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Figure 2.11 Voltage-to-frequency converter with charge balance and its time diagrams (Repro-
duced by permission of Silesian Technical University)

A voltage-to-frequency converter is actually a kind of precise relaxation oscillator.
Nearly all modern VFCs use a well-proven charge-balance technique to control the
output frequency, as shown in Figure 2.11.

The integrator produces a two-part linear ramp: the first part (T1) is a function of the
input voltage, the second (T2) is dependent on both the input voltage and the constant
reference current. The oscillation process forces a long-term balance of the charge (or
time-averaged current) between the input current and the reference current:

T+ T T
At h o DB

vV, - =0 2.34
R,C R ReC (2.34)
If |
— —Fpyand —— = F, 2.35
T, max all T+ T X ( )
then v R F
r_ L (2.36)

_V_R_RR Fmax.

If both resistors R; and Ry are identical, the result of conversion is independent of
drifts of the integrating components. The converter’s integrating input properties make
it ideal for high noise industrial environments and guarantees excellent noise immunity
by smoothing the noise effects. Every change in the input signal always affects the
output in the current or the next conversion cycle so averaging consecutive results
improves overall accuracy and noise attenuation.

The accuracy of a VFC depends mainly on the period T2 of the one time. In
precision, synchronous VFCs in this critical period T2 are accurately derived from
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Figure 2.12 Synchronized voltage-to-frequency converter and its time diagram (Reproduced
by permission of Silesian Technical University)

an external, crystal controlled oscillator (Figure 2.12). When the integrator negative-
going ramp reaches zero, the integration of the input signal will continue, awaiting
the clock pulse. Output pulses align with clock pulses, which cause the instantaneous
converter output frequency to be a subharmonic of the clock frequency. The time inter-
vals between pulses become not equal, but the average frequency is still an accurate
analog of the input voltage. The output may be presented as a constant frequency,
which is locked to a submultiple of the clock frequency, with occasional extra pulses
or missing pulses.

All voltage-to-frequency converters exhibit some nonlinearities in comparison with
dual-slope converters. The linearity performance decreases and the gain error increases
with the full-scale operating frequency. It is obvious that the integrator in a dual-
slope converter changes the direction of the output ramp about 10, 20 or 50 times
per second, in a VFC a few thousand or even more. Delays in the integrator and
analog switches generate errors coupled with every transition and are proportional to
the output frequency.

When the system utilizes a VFC, an appropriate frequency measurement tech-
nique must be chosen to meet the conversion accuracy and speed requirements. The
commonly used method for converting the output of a VFC to a numerical quantity
is to accumulate the output pulses in a gated counter. The quantization error can be
made arbitrarily small by counting with long gate times. However, many applications
require relatively fast conversions (short gate periods) with high resolution.

The inversed VFC integrating analog-to-digital converter seems to be quite attractive.
In this converter, the input signal is continuously integrated, as in the VFC and Elbert’s
converters, providing excellent noise immunity. Working very much like the dual-slope
ADC, it features similar, or even a little better, properties. The circuit, presented in
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Figure 2.13 Integrating inversed VFC and its time diagrams (Reproduced by permission of
Silesian Technical University)

Figure 2.13 differs slightly from the dual-slope architecture—one of the switches is
removed. Actually, it’s very similar to the V/F converter configuration.

As in other integrating converters, the integrator produces a two-part linear ramp:
the first time period (T1) is constant, the second (T2) is dependent on the input voltage
and the constant reference voltage of the opposite polarity. During the time T1 only
the input signal V, is integrated and the integrator’s output ramps linearly to the level
proportional to the input voltage. In the second phase of conversion the reference
voltage Vi is also switched to the integrator input, which processes to integrate in an
opposite direction. The length of the time T2 the integrator output requires to get back
to zero depends on the input voltage level and is equal to zero for the grounded input,
but goes to infinity for Ix close to Iz. When the ramp reaches zero, the comparator
activates the one-shot for the period T1. This disconnects the reference voltage from
the integrator input again. Integrator slopes are both established by the same integrating
capacitor and the two resistors’ ratio, so these parameters need to be stable over one
conversion time. The integrator’s swings during both phases of conversion are equal
and the capacitor charge is balanced:

T+ 1, T V. R; F,

=0and — —

Vx . = —.
RI-C RR~C VR RR Fmax

(2.37)

These equations are exactly the same as Equation (2.36), describing the voltage-to-
frequency converter; however, both converters behave quite differently—the time T2,
not T1, is constant in a VFC. According to these similarities and differences the name
of this converter is the inversed VFC, or the IVFC.
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Figure 2.14 Modified inversed VFC and its time diagrams (Reproduced by permission of
Silesian Technical University)

The primary circuit can be modified. Figure 2.14 shows one of the possibilities.

A voltage divider with the attenuation 1/k connected to the reference source offsets
the non-inverting input of the operational amplifier. An analog switch connects the
reference resistor Ry to the ground during the phase T1 and to the voltage Vi during
T2, so the inverting input of the operational amplifier always sees the constant resis-
tance. The following equation describes the charge balance during the conversion period
T1 + T2:

Vi —k-Vg (1—k)-Vg Ve
— (T} +T - T —k-—-T1 =0 2.38
R, (T + 1) + Re 2 Ry D (2.38)
V. R R T
_:k,(1+_1)__1. 2 (2.39)
Vr Rp Rp T+ T,
For R[ = RR and k = 0.25
Vi T
Y5 (2.40)
V& T+ T,

In this case, the circuit converts the bipolar input voltages. If the input ranges is
limited to +0.25Vg, T2 changes from 0.33T1 to 3T1; for V, =0, T2 = T1.

This converter shares many properties of other integrating dual-slope ADC, AFC and
Elbert’s converters. Its integrating input characteristics provide excellent noise immu-
nity in industrial environments. The time-related, two-phase output signal is almost
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as easy to transmit as in Elbert’s converter and also contains information about the
input polarity. This signal can be easily isolated using opto-couplers or fibre-optic lines
and can be interfaced to many commonly used microcontrollers and microprocessors
through the counter input port or the timer/counter peripheral ICs. The accuracy is
comparable with the dual-slope, while the noise immunity and the ease of transmission
to VFC or Elbert’s converters. For determining the result of the conversion, times T1
and T2, or only the duty factor D should be measured. The transmitted digital signal
can be not only digitally processed, but also reconstructed to the analog one.

A growing proportion of complex data acquisition and control systems today are
being controlled by microprocessors or other programmable digital devices. As men-
tioned, the use of voltage-to-frequency converters requires an appropriate frequency
measurement technique. Although it is not a very fast conversion method, a VFC
system conversion speed can be optimized. In the most frequently used approach
output pulses of the VFC are accumulated in the gated counter during the constant
time. Since the gate period is not synchronized to the VFC output pulses, there is a
potential inaccuracy of plus or minus one count—the resolution is related to the gate
period and to the full-scale frequency of the VFC. The quantization error can be made
small by counting with long gate periods and using high output frequencies, but the
VEC linearity degrades at high operating frequencies and this limits the accuracy.
On the other hand, long gate periods limit the conversion speed. Many applications
require relatively fast conversions with good resolution and accuracy. The ratiometric
counting technique partially eliminates this tradeoff; by counting n counts of a high
speed clock (independent of the VFC clock) which occur during an exact integer N
counts of the VFC, an accurate ratio of the unknown frequency F, to the reference
frequency so the n count is a large number. The one-count error causes a small effect
on the conversion result. The two counts (n and N) are divided in a host computer or
a microcontroller, giving the final result. Since the synchronized gate waits complete
cycles of the VFC to achieve an exact count, a very low frequency would cause the
gate period to be excessively long. This can be eliminated by offsetting the zero-input
frequency to be constant and stable, and time intervals between pulses are exactly
equal. Unfortunately, in precision, synchronous voltage-to-frequency converters (as in
Figure 2.12), these conditions do not occur.

Figure 2.15 shows a modified, precision and relatively fast synchronous version of
a VFC with the charge balance.
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Figure 2.15 Modified ‘fast’ version of a VFC (Reproduced by permission of Silesian Technical
University)
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Table 2.1 Summarized typical %ejtrameters of different integrating converters (Reproduced by

permission of Silesian Technical University)

Converter Dual-slope VEC Elbert’s IVFC
parameter

T1 constant variable variable constant

T2 variable constant variable variable

V, integration T1 T1+T2 T1+4 T2 T1+T2
Noise immunity good excellent excellent excellent
Accuracy high good excellent high
Integrator swing variable nearly constant constant variable

Vi/ Vg T2/T1 T2/(T1 + T2) (T1 = T2)/(T1 +T2) T2/(T1 + T2)

In this converter the disintegrating period T2 is created by the counter, which counts
the high speed clock pulses. Because the time T2 is constant and stable, for determining
the conversion result the time interval between two pulses, or only time T1 can be
measured. It varies within one clock period limit and the resolution increases as the
clock frequency and the counter capacity N increase. Only one output pulse period
measurement is sufficient which means that for the given conversion speed, the VFC
can operate at very low frequencies where its linearity is excellent, or, for the given
operating frequencies, the conversion time can be considerably shorter. To prevent
too long output pulses intervals, the converter should be offset for example by a
voltage divider with the 1/k attenuation. The accuracy and the conversion speed of
the converter are comparable to those of the dual-slope converter, while the noise
immunity is much better. The output signal is very easy to transmit over long optical
or electrical lines.

Equations describing this converter are exactly similar to Equations (2.38-2.40).
Similar to the circuit in Figure 2.14, this converter accepts bipolar input voltages. If
the input range is limited to +0.25Vg, T1 changes from 0.33T2 up to 3T2; for V, =0,
T1 =T2.

The summarized typical parameters of different integrating converters are shown in
Table 2.1. The conversion cycles consist of two phases T1 and T2.

2.2 Capacitance-to-Period (or Duty-Cycle) Converters

Capacitive sensors have received a wide distribution, for example, as primary conver-
ters of humidity, pressure, movement and many other non-electrical parameters. Among
many analog-to-digital conversion techniques, a simple solution consists of using vari-
able oscillators coupled with counters. A capacitance sensor can be used in a simple
oscillator circuit to provide a frequency output that is inversely proportional to a
measurand.

With capacitive sensors there are problems of transducer creation, providing the
conversion invariance to additional parameters of the sensor’s electrical equivalent
circuit and, to the leakage resistance, Rjeakage- Difficulties of this problem are increased
by the fact that the leakage resistance is a complex function on the measurand as well
as on the set of influencing factors. It results in the essential error, taking into account
of which is extremely difficult. One of possibilities for converter design, providing
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Figure 2.17 Time diagrams of output voltages (a—operation amplifier; b and c—comparators;
d-trigger)

invariance to the leakage resistance is the use of parallel output signal processing of
the sensor [83].

The circuit of such a converter and its time diagrams are shown in Figure 2.16 and
Figure 2.17 accordingly. The capacitive sensor presented by the two-element parallel
equivalent circuit (R,, Cy) is connected to the operational amplifier’s input, with the
capacitive negative feedback through the reference capacitor Cy. At the operational
amplifier’s output signal processing, carrying the information about values of leakage
capacitance and resistance, two identical comparators are used. Its levels of comparison,
formed from the output voltage £V of the first comparator with the help of the voltage
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divider, are various and equal accordingly to +kV and £kmV (k, m = const). The
input voltage of the operational amplifier is equal to +knV (n = const) and is formed
from the same voltage.

The converter is working in an unstable mode. From the analysis of Figure 2.17 it
follows that for the moments 1 of the comparator operation the following equality is
valid

C, T
knV. (14+—F—+———|=k-V. (2.41)
CO 2. CO : Rleakage

Its output voltage changes a sign during each half-cycle of oscillation at the moment
of 2 (Figure 2.17) equality of voltages on the second comparator’s input. The time
interval AT between comparators’ operation is determined from the ratio

AT

kmV +knV———" —kV. (2.42)
2. CO . Rleakage

Solving Equations (2.41) and (2.42) together we have:

T 1- C,
- . =), (2.43)
2-AT 1—m n Co

If we take into account that C, = Cpopy == AC, where AC is the change of sensor’s
capacitance under measurand influence and also Cy = Cpom, We have:

r + AC (2.44)
= €1 - e N .
RN R e

where ey = n/(1 — m); e; = (1 — 2n)/n are the dimensionless constant factors, whose
stability is determined by the stability of the divider’s division factors. At m = 2n and
AC/Cpom =0, T/2AT = 1.

Intervals AT and T are formed by the trigger. The measurement of these intervals
and calculation of its ratio is realized by the microcontroller.

Thus, the described circuit provides the full independence of conversion results on
values Rjeackage at rather simple circuit realization. The main error of the transformation
does not exceed 0.2%, the conversion time is not more than 1072 s.

The capacitance-to-period converter for pressure sensors is described in the pa-
per [84]. This transducer is based on a capacitance ratio to the frequency ratio conver-
sion in order to procure a high level of self-compensation for temperature drifts and
nonlinearity. The equation of the period is:

T=1+K- (C+Cy), (2.45)

()]
K=k=|1—-(- (2.46)
Iy

and Iy is the leakage current; C, is the stray capacitance; Ty = 71 + 7o & 4At is the
offset. As the universal period meter and different ceramic capacitors have evaluated
the converter response with a good resolution (0.01% of the measured value).

The system, which combines passive telemetry with a pressure measuring system,
is based on a capacitive type the pressure sensor and ASIC chip, which converts

where
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capacitance variations into frequency, is described in [85,86]. The output frequency
(up to 160 kHz at 0 mmHg) can be calculated as:

W,
kL—"(vbias — Vrw)
0

2C, (V= 1)

This equation implies that the output frequency is independent of supply voltage and
dependent on temperature through the mobility term in k£ and the threshold voltage V;.
The bias voltage Vi;as 1s chosen to be equal to the bandgap reference voltage produced
from the previous stage and is thus considered independent of voltage and temperature
variations.

The pressure measuring subsystem consists of a capacitive type pressure sensor
and a C/F converter integrated circuit to immediately convert capacitance into the
electrical signal. The C/F chip includes the internal voltage regulation and a current-
mode comparator, which improves the stability of the output frequency. The C/F dice
takes up 1.44 mm?.

The conversion of non-electrical parameters to frequency can also be based on the
use of inductive sensors according to one of the following ways: (1) according to the
sensor’s inductance the frequency of the LC-generator is determined; (2) the sensor is
connected to the bridge circuits, balanced by the measurement of the voltage frequency
applied to the bridge; (3) the inductance sensor is connected to the selective RL-circuit
of the self-oscillator. Today microelectronics and microsystems give us the possibility
to realize the smart sensor microsystem including the integrated electrodeposited flat
coil and the interface circuit on the same substrate.

f=

(2.47)

Summary

All the described VFC converters share many properties. They have a similar config-
uration to the integrator, analog switches and the comparator. Many of them can be
integrated to smart sensors in order to produce further conversion in the quasi-digital
domain instead of the analog domain.

As considered earlier, modern CAD tools contain the microcontroller core and
peripheral devices as well as voltage-to-frequency converters. So, for example, the
Mentor Graphic CAD tool includes different kinds of VFCs such as AD537/650/652,
the CAD tool from Protel includes many library cells of different Burr—Brown’s VFCs.
The realization of other converters, for example, the capacitance or the resistance-
to-frequency are not technological problems for single-chip implementation. All this
makes the transition from the analog signal domain to the quasi-digital (frequency-time)
domain easy enough.
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3

DATA ACQUISITION METHODS
FOR MULTICHANNEL SENSOR
SYSTEMS

Technological and manufacturing processes are sources of the initial data for multi-
channel sensor systems. The data are received by a control system as random processes
of parameter variations and in the form of random events.

Multichannel data acquisition systems are intended for the transformation of the
initial parameters of processes and events (output signals from one or several sensors
and transducers) into equivalent digital signals, suitable for further processing, transfer-
ring and input into a central computer, which controls the channeling data acquisition
and forms data arrays for further display or its use in control systems. Modern data
acquisition systems are able to handle practically all physical and chemical quantities,
due to the wide variety of frequency—time-domain sensors and transducers.

Methods of data acquisition depend on solved tasks of control and measurement
and directly influence the structure and functionalities of multichannel data acquisition
systems.

A modern measurement and control sensor system could be set up in different ways.
A central computer is connected to a number of input (sensors) and output (actuators)
devices. In such systems, many frequency—time-domain sensors pick up information
about process-related measurands.

Two traditional methods of data acquisition are widely used in modern automatic
control and measuring systems. These are:

e Methods using time-division channelling, based on multiplexing sensors, i.e. on
time-shared data acquisition from each sensor.

e Methods using space-division channelling, based on simultaneous data acquisition
from all the sensors.

In both cases, the constancy of data sources, i.e. access to information at any time
dependent on solved control and measuring tasks, is used.
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3.1 Data Acquisition Method with Time-Division
Channelling

The most frequently used configuration of a data acquisition system with time-division
channelling (multiplexing) is shown in Figure 3.1.

In this system outputs of the frequency sensors fi, f>,...f, are connected to
the frequency-to-code converter F/# in turn with the help of the digital multiplexer
MX, which is controlled by the microcontroller WK. The frequency-to-code converter
converts the frequency f, to a binary code, for example, according to the direct
counting method by counting T, = 1/f, periods during the gate time 7, (quantiza-
tion time) or according to the indirect counting method by counting impulses of the
high reference frequency fo during one 7, or nT, periods. In modern data acquisition
systems for frequency output sensors, the frequency-to-code conversion can be realized
directly by microcontrollers without any additional hardware.

After the frequency-to-code conversion, the binary code enters the microcontroller to
form data arrays. If necessary, additional signal processing, for example, linearization,
unification, scaling, etc. can be realized in the microcontroller or DSP. The data is
then input into a central computer (through one of the system buses, I/O ports or with
the help of direct memory access (DMA)) for further processing, display or use in the
control system.

Sensor polling can be cyclic synchronous as well as software-controlled asyn-
chronous—the microcontroller chooses the required sensors depending on the task.
In data acquisition systems of data with frequency conversion at cyclic polling with
constant time intervals between identical operations the cycle polling time 7y can be
calculated according to the following equation:

To=n- (Tq + Tdelay1l + TdelayZ): (31)

where:

— T, is the quantization time in the frequency-to-code converter.

—  Tdelay1 is the time delay between the ending of the conversion in the previous
sensor and the command to poll the next sensor.
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Figure 3.1 A Data acquisition system with time-division channelling
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Tdelay2 18 the time delay of the frequency conversion starting after the sensor
connection.

— n is the number of sensors in the multichannel data acquisition system.

Values of the time intervals and delays are determined by methods of the measure-
ment of informative parameters, methods of separation and electronic components used.
At the preset values Ty, Tgelayl, Tdelay2 and the cycle polling time 7o can be changed
only by changing n.

The constant sequence of sensor polling and the cyclicity, controlled by the micro-
controller, is the reason for information losses. In order to reduce these losses, it is
necessary to either increase the frequency of sensor polling or to use other technological
and algorithmic measures.

The multichannel device for data acquisition based on the method of accelerated
polling for period output sensors is shown in Figure 3.2. It simultaneously forms the
period duration 7, and the sensor’s number in its output [87]. The device contains some
RS-triggers (according to the number of channels in the system) with multiport elements
AND, which works similar to a frequency switch, and a coder CD for conversion of the
input positional code to the binary code of channel’s number. In this device, signals
from periodic output sensors arrive to synchronous inputs of D-triggers of register
1. The coder’s output and the output of the first multiport element AND 4 form the
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Figure 3.2 Device for data acquisition based on the method of accelerated polling for periodic
output sensors
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device’s output. The synchronous inputs of D-triggers and the S-input of RS-triggers
are dynamic inputs which toggle from a positive logic swing, other inputs are potential.

The device works as follows. At the beginning of each cycle all triggers of both
registers are in the logical state ‘0’. In some moment of time the D-trigger connected
to the ith channel is toggled to ‘1’ by the positive logic swing. From the inverse output
of this trigger, logic ‘0’ arrives at the i-th input of the multiport logic element AND
4, the S-input of RS-trigger 2 and the ith input of the coder where it will be converted
to the binary code of channel’s number. The logic level ‘0’ of multiport logic element
AND 4 forbids toggles of all other D-triggers of the register ‘1’ until the next positive
logic swing in this channel. At this logical level the D-trigger in the ith channel is
toggled to ‘0’. The RS-trigger in the same channel is also toggled. This trigger locks
the D-trigger at R-input by the positive logic swing on the inverse output up to the
cycle ending. Thus, the logical ‘0’ output of the multiport element AND 4 and the
binary code of the chosen channel’s number on the coder’s output remain constant
during the pulse propagation in this channel.

The next toggled trigger will be the D-trigger of that channel, the C-input of which
will then act as the logic swing before all others and all described actions will repeat
again. After the toggle ‘1’ of the RS-triggers of all n channels, the second multiport
element AND 5 will toggle and reset the register based on RS-triggers to the ‘0’ level.

This device has extended functionalities, due to the formation of the time T,; of
the multichannel period-to-code converter. The polling of all measuring channels is
realized during one cycle. Moreover it is carried out with high speed because the
next measuring channel is chosen according to the nearest logic swing from all the
nonselected channels.

A similar method of accelerated polling for quasi-digital sensors was also used in
multichannel digital frequency selector design [88]. The distinctive feature of these
frequency selectors is the increased polling frequency for channels with higher input
frequencies that has allowed reduction of the dynamic error of measurement in this
channel.

The original data acquisition method for multichannel frequency-to-code converters
which reduce information losses in multichannel data acquisition systems by time-
shared polling of frequency output sensors is described in [89]. The method consists
of a choice of measuring channels with the nearest pulses on the phase of converted
frequencies; the separation of the number of channels, which can be simultaneously
served by the counter; storing the number of these channels in memory; the connection
of the chosen channels to the counter’s input and the frequency-to-code conversion
in them.

Further, the numbers of channels are stored, in which repeatedly there was no code
of converted frequencies at the moment of arrival of the challenging signal from the
outside, and applied extraordinarily their connection to the counter’s output with arrival
to these channels of the nearest pulses on time. Then the number of channels in which
measurement of time intervals is supposed will be stored, and uses its extraordinary
connection to the counter’s input when the start pulses arrive, so beginning the time
measurement.

This method of data acquisition allows minimum information losses because of
nonsyncronism and nonphasing converted and polling frequencies. This arises because
of the channels’ sequence of connection to the counter’s input results in the increased
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probability of the next pulses of converted frequencies occurring at once after the
ending of the count in previous channels, as the sample is carried out from all sets of
converter channels.

Thus, channel choice is determined as a result of a comparison of information in
all the channels by revealing the first pulse of one of channels from which the control
pulses are forming for processing units.

Data acquisition with time-division channelling allows inexpensive multichannel data
acquisition systems for quasi-digital sensors.

3.2 Data Acquisition Method with Space-Division
Channelling

The most frequently used configuration of a data acquisition system with space-division
channelling is shown in Figure 3.3.

In such a system instead of one frequency-to-code converter and an n-channel multi-
plexer, n frequency-to-code converters (according to the number of channels) and a
microprocessor system with n inputs are used. That is, for simultaneous measure-
ment of several frequencies, there is an independent channel for the frequency-to-code
converter. The microprocessor simultaneously starts all converters (continuous periodic
synchronously or software-controlled asynchronously), and at the end of the measure-
ment processes reads results. It is possible to make some realizations of the frequency-
to-code converter — the microprocessor interface: by polling, interrupt or DMA. Due
to n independently working measuring channels (the sensor — the frequency-to-code
converter — the microprocessor’s input), n conversions are realized simultaneously. It
increases the system productivity and speed by n times which is determined by the
time T, + frcagour. However, this important advantage —the reduction of measuring
information losses —is achieved by additional hardware and cost. All this limits the
number of channels in a data acquisition system or requires the use of special technical
measures, for example, the separation of some element from the converter, which can
be common for all frequency-to-code converters, etc.
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Figure 3.3 Data acquisition system with space-division channelling
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One such solution is used in a device for multichannel frequency conversion [90].
Simultaneously with hardware reduction and parallel measurement of all sensor
frequencies, accuracy is increased without increasing time of measurement, due to
the elimination of the influence of sensor frequency fluctuations. The circuit of such a
device for simultaneous conversion of frequencies fi, f, ... f,, is shown in Figure 3.4.
Each channel contains a frequency divider, a switch and a buffer register. The counter
of the reference frequency fj, and the register are common for all measuring channels.

Let’s consider how this device works in detail. For measurement of any input
frequency the microprocessor generates a command, which regulates the divider
overflow pulse propagation through switches to the buffer registers. The first overflow
pulse from the divider starts the ‘calibration’. This pulse puts the logic ‘1’ in the
appropriate register’s bit and copies the counter’s content into the buffer register.
Simultaneously, the overflow pulse propagation for writing is forbidden until the new
command from the microcontroller. During the frequency measurement, information
from the buffer register is readout by the microprocessor at the necessary moment
of time. After the reading this register will be nulled. The information from the
register about divider overflow and the counter of reference frequency is readout by the
microprocessor periodically with a greater frequency, than the frequency of overflow
pulses. The overflow pulse frequency is determined by the counter capacity and the
frequency of pulses to its input. It excludes pulse losses. At the end of the measurement
cycle of frequency, a command similar to the command at the beginning of the cycle is
generated by switches. The next divider overflow pulse after this command determines
the end of a measurement cycle. It writes the information from the reference frequency
counter into the buffer register for further readout by the microprocessor.
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Figure 3.4 Device for simultaneous multichannel frequency conversion
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Thus, the following information enters the microprocessor during frequency conver-
sion:

— K, is the number of divider overflows.
— K is the number of reference frequency counter overflows.

— n is the number written into the reference frequency counter at the beginning of
the measurement cycle.

— n; is the number written into the reference frequency counter at the end of the
measurement cycle.
The converted frequency can be calculated according to the following equation:

_ Ny - K,
~ No-Ko—ni+n

h o, (3.2)
where fj is the reference frequency; f; is the input frequency (measurand); N is the
divider capacity; Ny is the reference frequency counter capacity.

The device for frequency measurements receives some measurement results during
one cycle. The frequency for each measurement is determined by these results and the
received results are averaged. It reduces the measurement error from pulses fluctuations.
Thus, the measurement cycle duration is constant.

During simultaneous measurement of several frequencies the dividers’ overflow
pulses enter the appropriate bits of the register. The reading of information from buffer
registers is separated in time. Hence, measuring frequency channels do not influence
each other.

The method of data acquisition for quasi-digital sensors with space-division chan-
nelling is becoming increasingly attractive due to the small cost of frequency-to-code
converters. A separate frequency-to-code converter for each channel allows a much
higher polling frequency for each channel.

3.3 Smart Sensor Architectures and Data Acquisition

Depending on the smart sensor architecture, various data acquisition schemes are
possible. Let us consider some of them. In the smart sensor architecture shown in
Figure 3.5, the analog output of the sensor element S is at first amplified and corrected
for offset, non-linearity, etc. Then the voltage-to-frequency conversion takes place.
The frequency—time-domain signal (frequency, period, time interval, duty-cycle, etc.)
is converted into code. The format of the frequency-to-code converter is such that the
signal is transferred to the bus system at the command of the bus controller.

In the second example (Figure 3.6) sensor elements form a sensor array. A single
multiplexing circuit feeds signal-conditioned signals from the sensing elements one
after the other into a single frequency-to-code converter and from here, the signals are
transferred to the bus. Such a sensor array or a multiparameter sensor can, for example,
measure different variables such as temperature, pressure, humidity, etc. at a certain
location.
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Figure 3.5 Smart sensor architecture with preliminary correction in analog domain and further
conversion into frequency—time-domain signal
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Figure 3.7 Smart sensor architecture with microcontroller

In the third example, a sensor element is connected via a frequency-to-code converter
to a microcontroller (Figure 3.7).

The microcontroller can store the sensor’s characteristic data in its internal ROM
and, based on this information and the sensor signal, the microcontroller transfers the
corrected signal to the bus. A very useful feature of such smart sensor architecture
is that the microcontroller also permits the central computer to send data back to the
sensor, which can be used to change the measuring range, to exert a recalibration or
to adjust the offset.
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As mentioned earlier, the microcontroller can itself realize the frequency-to-code
conversion. In this case, the smart sensor architecture becomes simpler. Such an archi-
tecture is used to achieve smart sensor self-adaptation when depending on measuring
conditions or measurands, the parameters of the method for frequency-to-code conver-
sion will vary, for example, conversion time or accuracy of measurements.

In such a subsystem with the bus architecture, each sensor or a group of sensors can
also contain a circuit, which can recognize addresses, this means the circuit can detect
when communication between the sensor and the central computer is desired.

For many years, most of the described components of a bus system were separated
and had their own housing. However, more recent developments have enabled the
components indicated by the dashed lines in Figures 3.5—-3.7 to be integrated into a
single chip by the implementation of standard microelectronics library cells.

These typical smart sensor architectures are used for the creation of digital output
smart sensors. Data transmission in the digital form excludes the inphase interference
and the voltaic coupling of the sensor’s output with the computer can be provided if
necessary. Instead of buses, the binary encoded information can be transmitted into a
parallel or a serial port. When parallel data transmission is feasible, the pulses repre-
senting the information arrive simultaneously at the central computer input making fast
data transfer possible. However, in most cases the distance between the sensor and the
computer is too far to permit parallel data transfer and so serial data transmission is
required. The main advantage of such an approach is that it is not necessary to use
any additional computer boards and specialized software drivers. All connections are
external and drivers are standard. External connection provides an additional coupling
in comparison with the usual data acquisition system with the bus connection. As the
cost of microcontrollers continues to decrease, using a microcontroller at each measure-
ment location will become affordable. In the future, many different signal-processing
circuits can be integrated into the sensor chip. This approach is the next step to much
wider distribution of intelligence. From Figures 3.5—3.7 the most important elements
of a bus-oriented data acquisition system can be deduced. It is expected that starting
with large data acquisition systems, analogue data transfer will gradually be replaced
by digital systems.

DAQ boards for frequency—time-domain sensors are produced by many companies.
They carry out data acquisition and data processing. Technical performances of some
of them are shown in Table 3.1.

The maximum frequency and the number of channels meet modern requirements. But
the accuracy is not perfect in order to use some of these DAQ boards with the modern
frequency (period, duty-cycle, time interval) output sensors. Besides, it is desirable to
have an opportunity to change both accuracy and time of the measurement directly
during data acquisition.

3.4 Main Errors of Multichannel Data
Acquisition Systems

The first measuring conversion in a channel of the data acquisition system is realised
by a frequency (period) output sensor with information ability

100
Ip=1lg, (ﬂ + 1) , bit (3.3)
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Table 3.1 Technical performances of DAQ boards for frequency—time parameters of signals

Type Maximum source frequency, Number of Base clock accuracy,
MHz channels %

Timing I/O boards from National Instruments

PC-TIO-10 7 10 0.01
NI 660X 20-80 (60—-125)* 4-8 0.005

PCI data acquisition boards from Keithley
KPCI-310XX 5 (20)* 3-4 (8)** N/a
Frequency-input card from IOTECH
DBK?7 0.95 4 Accuracy 0.1 %

Digital I/O and timing card from Meilhaus Electronic

ME-1400A/B 10 3-6 0.01

*with prescalling; **for KPCI-3140; N/a —not available.

and full-scale error ys. The set of sensors forms a data array, which is necessary, for
example, for a control system. In view of the influence on the sensor of a significant
number of destabilizing factors, which deform its transformation characteristic and
result in occurrence of casual errors, the sensor’s transformation error is distributed
according to the unbiased normal law at which

amax S :|:3USEHSOF7 (3'4)

where Syax and Ogensor 1S the limit of sensor error and mean-root square error accord-
ingly.

The second measuring conversion is analog—digital and accompanied by static and
dynamic errors. In case of time interval measurements according to the classical indirect
counting method (pulse duration, one or several periods of the sensor frequency), the
static error is caused by the instability of the reference frequency fj, the inaccuracy of
the time interval separation (the trigger error) and its quantization. In turn, the dynamic
error is caused by the measurand changing during the time of measurement as well as
one or several periods 7, and measuring cycles, especially in data acquisition systems
using time-division channelling and a large number of sensors.

The limit error 8y, and the mean-root square error o7 values of the static error for
the period (time interval)-to-code converter is determined by the following way:

(ST max — 8Trigger_err0r_max + 80 max 1 8q max (35)

— 2 2 2
or = \/GTrigger_error + ) + aq ’ (36)

where Sryigger_error a0d OTrigger _errors Somax and 0o, 8, max and o, are relative, the limit and
the mean-root square for trigger error, the reference frequency f and the quantization
error accordingly.

Components of the common error of the direct counting method for frequency
measurements in many respects are similar to those considered above except for the
absence of the trigger error, so
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(Sfmax = Somax + 8(/ max (37)

of = ,/aoz—i—oqz, (3.8)

In multichannel data acquisition systems multiplexers and communication lines
between frequency output sensors and the computer as a rule do not influence the
sensor’s output frequency.

For reduction of the total error, it is necessary to reduce the weight of its components
and, first of all, those with dominant values. In the case of frequency—time measure-
ments, it is a quantization error. Its value is directly dependent on the method of the
frequency (period)-to-code conversion. This is why the correct choice of a conversion
method at the creation of data acquisition systems for frequency—time-domain sensors
is one of the main tasks.

The central computer, processing the received data, carries out various mathematical
calculations and forms the results array necessary for solution of different control and
measuring tasks. This is the so-called third measuring conversion. In view of the above,
the mean-root square error of the measuring channel in a data acquisition system opag
can be determined according to the following equation:

2 2
0DAQ = /02 + 3¢ + e (3.9

where or,c = 0y or op/c = or dependent on the method of the frequency-to-code
conversion; oy is the mean-root square calculating error, carried out by a central
computer. In the case of digital output smart sensors with architectures similar to
those shown in Figures 3.5-3.7 the sensor error will already include the frequency
(period)-to-code conversion error.

3.5 Data Transmission and Error Protection

Data transmission in the digital form from a digital output smart sensor to a remote
central computer demands additional measures for error protection of transmitted data.
It can be achieved by means of protective coding using various redundant codes. Very
frequently cyclic codes are used. According to this, the common coding algorithm can
be presented as: fxi(Txi) - Nparallel - Nserial - Ncycliccode~ The CYCHC (”a ninfo) code
is the protective code each code combination of which is expressed as a polynom,
having a degree not exceeding (n — 1) and divided on the generating multinomial
(polynom) P(x) of n, = n — n; degree, where n. is the number of check bits, n; is
the number of information bits and 7 is the code block length. The checking by the
cyclic redundant code represents a method similar to the method of the control sum
calculation, differing in that the cyclic redundant code has, as a rule, a two-byte length
and is calculated based on the polynom of the divider. The cyclic code combination
represents a 16-bit remainder of the division. Using such a method, at each moment of
time, a block of a certain size is transmitted. Any transferred bit influences the cyclic
code, therefore such an error check is most effective among similar methods.

The novel method of noise-resistant signal transmission in which the number of
detected or corrected errors are increased twice is described below [91].

The complex solution of this task becomes considerably complicated for increasing
transmission rate and length of code combinations. It especially appears by the creation
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of precision multichannel data acquisition systems, remote control and metering
systems and digital wireless sensors and transducers. Such systems require increased
correcting ability of the code without increase of the redundancy [92]. It requires
the development of non-traditional methods, coders and decoders in view of factors
influential to the choice of the correcting code, signal modulation, transmission rate
and simplicity of realization.

3.5.1 Essence of quasi-ternary coding

The data coding depends on the right choice of method, which should ensure smaller
redundancy of the correcting code at equal noise stability. Unlike conventional coding,
quasi-ternary coding doubles the number of detected or corrected errors without a
change in the number of check bits n. of the binary correcting code. The increase in
the correcting ability of the quasi-ternary code is achieved by using signal redundancy,
in addition to code redundancy. The code conversion is carried out with the help of
the phase manipulator forming two various informative tags at ‘1’ and ‘0’ transmis-
sion of the multidigit codeword by digit-by-digit phase manipulation. This favourably
differs from the absolute phase and relative phase modulation, offered by Professor
N. T. Petrovich. According to the algorithm of digit-by-digit phase manipulation, the
difference of phases of the carrier wave of the code signal (meander or harmonic)
between any adjacent code elements is always 180°. Thus all bits of the code are
transmitted: ‘1> by the phase manipulations of one polarity, for example +180°, and
‘0’ by the opposite polarity [88]. It is possible also to use other types of manipulation,
for example, the polar meander carrier wave or frequency, however, they concede to
digit-by-digit phase manipulation.

The quasi-ternary serial code with the information n; and check bits n. of the
correcting code that is transmitted by the digit-by-digit phase-manipulation signal is
formed as a result of the code conversion. The code is self-clocked. It has the minimum
value of the constant component and twin elements with the single or binary phase
manipulation carrier wave for the denotation of the start and end of the codeword. The
duration of its bits elements is a variable in bounds from 2.5 up to 3 periods T of
carrier wave depending on the value of adjacent bits of the code [91-93].

Concerning correcting codes, it is expedient to use linear block cyclic separable
codes. Unlike the other systematic codes, they correct not only single (independent),
but also the group errors. Such codes are simpler in implementation, easily allow
the introduction of redundancy at coding, if the level is insufficient, and select an
informative part of the block at their decoding. This class of codes contains such codes
as Bose—Chaudhuri—Hocquenghem (BCH) code and Golay code [94]. The algebraic
theory for construction of block codes as well as coding and decoding algorithms were
developed for them. The coding efficiency is determined by their redundancy, which
can be varied in a wide range. The quasi-ternary coding can also be used for Hamming
codes, group codes, iterated codes, codes with repetition and inversion, etc.

3.5.2 Coding algorithm and examples

Traditionally, the following operations are executed for coding by the separable cyclic
code with a generating polynomial P (x) of x"¢ degree of the information group from
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the n; bits of the polynomial G (x): the symbol multiplying G (x) on x"¢; the division of
the obtained product on the polynomial P (x); the summation of the obtained residual
R(x) with the product x"“. The obtained polynomial

F(x) =x"G(x) ® R(x) (3.10)

contains the n bits. It has a necessary redundancy determined by its check bits n, = n —
n;, and represents the polynomial of the separable systematic cyclic code, traditionally
formed at transmission of the polynomial G (x) with the help of linear code filters with
the shift registers and feedbacks. Thus, the following identity is valid:

F(x) = 0 modP(X), (3.11)

indicating on the long division without the residual of the polynomial F(x) on the
generating polynomial P (x). The identical is also used for decoding. All these oper-
ations are absent in the offered algorithm. In this case, the code filters are not used
because the coder is performed by the ROM, which is a generator of check bits of the
residuals R(x) of the unit matrixes I,;. The remainder R(x) required for the polyno-
mial G(x) is formed only as a result of the summation to modulo 2. By the hardware
realization the clock pulses counter controls the coder. The capacity of the counter
is determined by the number of information bits n;. The values of check bits of the
residual R(x) are determined by the n,. adders. The ROM is used for the storage and
bit-by-bit address reading of the residuals of appropriate rows in the unit matrix /,; of
the polynomial G (x). Depending upon the information bit (‘0’ or ‘1°) in the decoder’s
input, the reading of the residual of a row in the unit matrix /,; of the given bit is
forbidden or permitted. The summarization of the residuals at transmission proceeds
until all information bits have arrived. Then the residual R(x), appropriate to one from
2" values of the transmitted binary code is generated. Examples of coding that is
carried out with the help of the above algorithm are shown below.

Example 1. Coding of the polynomial G(x) by the Golay code with parameters
(23, 12) and the generating polynomial P(x) =x"l +x° +x7 +x° +x+1 =
101011100011, atn = 23 bits; n; = 12 bits; n. = 11 bits;, d = 7 is the code distance;
s = 3 is the number of correctable errors;, r = 6 is the detectable error).

The generating matrix C(23, 12) is the following:

000000000O0O0OTI1 010111000711
000000000010 101 11000°T1T10
00000000O0T100 ©0O0T1O0T1101 111
000000001000 01011011110
000000010000 10110111100
000000100000 ©0O0T1T100T1T1011

C@.12=10 00001000000 011007110110
000010000000 110011017100
000100000000 1 1000111011
001000000000 110100710101
010000000000 11111001001
100000000000 10101110001

IZ:IITZ Cnine=C12,11

(3.12)



64 3 DATA ACQUISITION METHODS

The coding of the polynomial G(x) = 111000011001 at transmission by the quasi-
ternary code is shown below.

G(x) Matrix of residuals Cy2,11 Check bits of residuals

1 -]1.01 01 11000 1> 101 01110001 &
1 -|1 111100100 1— 11111001001 &
1 -1 101 0O0T1O0T1O0 1 1 101 0010101

0 1 1000111011

0 1 1001101 1O00

0 01 1001T1TO0T1T1SFO0

0 0011001 10T1°1 o (3.13)
1 -1 01 1011110 O 1 1 101 1 11 0 &
1 -0 1 01101111 0 1 11 1 1 110

0 00101101111

0 1011 100O0T1T1FO0 )
1 -0 1 01 1 100O0T11 01011100011

=
=
=

I

(=]
(=)
(=]
(=)
(=)
(=)

F(x) = 111000011001 00110101100

ni e

It is easily proved that the identity (3.11) will be realized by division of the generated
polynomial F(x) by the generating polynomial P(x).

The time diagram for the generated digit-by-digit phase-manipulated signal of the
noise-resistant quasi-ternary code at the start-stop transmission mode using a meander
or harmonic carrier wave is shown in Figure 3.8. The Golay code with parameters (23,
12), applied in the example is one of a few nontrivial perfect binary codes [94].

There is also the so-called extended Golay code with parameters (24, 12) and
with higher efficiency (d =8; s =3; r = 7). The coding is realized similarly to
Equation (3.13). It is necessary to provide an additional check bit, determined by
the polynomial P(x) = x? 4+ x® + x> + x* 4+ x2 + x.

Example 2. Coding of the polynomial G(x) = 1110 001 by BCH code with parameters
(15,7), that is given by the generating polynomial P(x) = x5 +x” +x6 +x% + 1.

After construction of the generating matrix C, ,; for the BCH code (15,7) Ci57 =
|I7T||C7 3| using the residual matrix C;3g, let us form the code combination F(x)
of the BCH code for the polynomial G(x) = 1110001 transmission companion to
Equation (3.13):

‘I AR AR RIAA AR B RARAH M«
) e T 1 ) )

1T 3T 2.5T 2. 5T 2.5T 3T ‘ 3T 1T
1 1 g f f

Figure 3.8 Digit-by-digit phase-manipulated quasi-ternary coding
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G(x) Crs Check bits of residuals

1 -1 1 1 0 1 0 0 O 1 1101 000 &

1 -|0111010O0|—- O0T1T1T1TQO0T1UO00O0 &

1 -0 0 1 1 1 0 10 0 01 1 1010

0 000 1 1 1 01 (3.14)
0 1 11001 10

0 01 1 1 0 0 1 1 ®

1 -|1.1010O0O01|—- 11010001

Rx) =0 1 1 1 0 1 1 1

F(x) =1110001, 01110111

ni e

It is easy to prove that the identity (3.11) is true. The generated code F(x) has the
code distance d = 5 (s = 2 or r = 4). The quasi-ternary code, obtained from the BCH
code (15,7) after decoding will ensure s = 4 in the error-checking mode and r = 8 in
the error-detection mode. The time diagram of the generated quasi-ternary code for the
first five bits of the polynomial G (x) coincides with that mentioned above. The signal
redundancy increases the coding efficiency without increasing BCH code redundancy.

3.5.3 Quasi-ternary code decoding

The reception of the self-clocking digit-by-digit phase-manipulated signal of n-bit
quasi-ternary correcting code is carried out by two non-linear phase selectors. The
selectors are quasi-optimal integrated receivers, which differ by a small time response.
The probability of the error is determined as

P =0.5[1-F(NV2)]. (3.15)

In the case of the harmonic carrier wave we have

Veff, signal [ AF

N = (3.16)

Veff, noise

where: Vet gignal and Vegr noise are the effective voltage of the signal and noise accord-
ingly; A F is the transmission bandwidth of the input filter; B is the signal manipulation
speed.

Two code combinations are formed from the receipted code combination of the
quasi-ternary cyclic code in the inputs of phase selectors. The first combination F|(x)
contains only impulses of positive phase manipulation ‘1°, and the second Fjj(x), only
impulses of the negative phase manipulation ‘0’. Each of them can be true, i.e. to
coincide with the transmitted code combination as well as false because of the noise
effect. The decoding according to the algorithm, assigned by the decoder, will be
realized simultaneously with the bit-by-bit input and storage of the n-bits polynomials
F{(x) and Fj(x).
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In the case of decoding with error correction the division will be realized with the
aim of determining the identity (3.11). If some errors are present in one or both code
combinations, the following identities with allowance (3.11) will be used:

F/(x)modP (x) = E|.(x)mod P (x) = 81; (x), S1; (x) (3.17)
FJ(x)mod P (x) = E},(x)mod P (x) = 80; (x), Spi (x) (3.18)

where 81;(x) and dy; (x) are the syndromes of error vectors Ey; (x) and E, (x), arising
in the polynomials F|(x) and Fj(x), that do not depend on the transferred polynomial
F(x) and are determined only by the position of error in the code combination. All
methods for error-position detection with the consequent correction are based on the
analysis of syndromes Sj; (x) and Sp; (x). Its realization becomes considerably according
to increasing number of corrected errors. Therefore the number S is restricted by the
inequality S<3.

Decoding by the error detection mode is simpler, as it is based on the sum to modulo
2 and comparison. As more expedient, only this mode is further considered, especially
in the case of codes with high degree polynomials P (x) and large code distance dyy,.
It is stipulated by the following factors:

e The detecting ability of the cyclic code at the same redundancy is higher than the
correcting ability (r = 2s).

e The number of logical and other operations that should be executed by the decoder
is significantly less in comparison with the number of operations for their correction.

e The reliability of decoding is higher, as for the given code efficiency it is possible
to reduce the code distance dy,;, and with allowance the quasi-ternary coding, the
check bits decrease twice.

For this reason decoding in the detection mode is widely used in different systems:

e With the make-decision feedback, where the BCH code with generating polynomial
P(x) = x4+ x!2 4+ x5 4+ 1 is used.

e Without the feedback, but using the reception with erasure and the possibility of
restoring the erased code units, due to its redundancy.

The analysis of the noise stability has shown that decoding in the error-detection
mode is more preferable for independent errors with the probability p = 107> — 1073
as the noise stability increases up to 2 — 3 orders for the cyclic with d = 3 and up to
3 — 4 orders for the code with d = 4.

The decoding algorithm contains operations, which are executed up to the termina-
tion of arrival of the phase-manipulated signal of the quasi-ternary cyclic code in the
following sequence:

1. Creation from the received n-bits code combination of the polynomial F’(x) the
polynomials Fj(x) and Fj(x) containing only ‘1° or ‘0’ accordingly, recording in
the buffer register the F|(x) and F{j(x) after inverting bits.
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2. Selection from Fj(x) and Fj(x) the informative n; bits polynomials G (x) and
G{(x) and creating according to the algorithm (3.13) the check bits of appro-
priate strings of the unit matrix I,; of the residuals Rj(x) and Rj(x), stored in
the ROM.

3. Selection of the received polynomials of residuals and their comparison with the
residuals R{(x) and R((x) by execution of the following operations:

o the equivalence and signal forming for the reading of the polynomial G(x) from
the buffer register at the moment of arrival of the ‘STOP’ signal (Figure 3.8)

e the non-equivalence and signal forming for prohibiting the reading of the poly-
nomial G(x) because of errors in the received code combination.

The full coincidence of compared polynomials of residuals is informed by the signal
of the absence of error (ER = 0).

This novel method of the efficiency rise for coding without increasing the code
redundancy of the used code by use of signal redundancy has confirmed the high
efficiency in practice. The additional increase of the code redundancy considerably
increases the detecting ability of the cyclic code. Searches for the algorithm simplifi-
cation for the error correction in code combinations of the quasi-ternary code (Patents
No.10754 37, 1146788, 1124363 (USSR), [88]) are continuing.

The use of PGA or FPGAs allows multifunctional programmed devices containing
the check bits of matrixes I,,; ,.. Thus, the choice of the required code redundancy for
many perspective codes can be realized. The offered non-traditional method of coding
promotes the further rise of the coding efficiency by using generating polynomials
P(x) of high degrees—14, 16, 24 and 32.

Summary

The method of data acquisition with time-division channelling allows inexpensive
multichannel data acquisition systems for quasi-digital sensors.

The method of data acquisition for quasi-digital sensors with space-division chan-
nelling is becoming increasingly attractive due to the low cost of frequency-to-code
converters. A separate frequency-to-code converter for each channel realizes a much
higher polling frequency for each channel.

The accuracy of modern industrial DAQ boards for frequency—time parameters
of electric signals often does not allow using them together with modern precision
frequency (period, duty-cycle, time interval) output sensors. Also, it is desirable to
have an opportunity to change both the accuracy and the measurement time directly
during data acquisition.

The quantization error has the essential influence on the data acquisition system’s
accuracy. Its value is directly dependent on the method of the frequency (period)-to-
code conversion. That is why the correct choice of a conversion method by creation of
data acquisition systems for frequency—time-domain sensors is one of the main tasks
of the system design.
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Data transmission in the digital form from a digital output smart sensor to a remote
central computer demands additional measures for the error protection of transmitted
data. It can be achieved by means of protective coding using of various redundant
codes. Very frequently cyclic codes are used for this aim.

Taking into account individual features of the chosen correction methods, trans-
mission devices and specificity of system application, developers of data acquisition
system should solve which requirements the coding algorithm would best meet.
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METHODS OF
FREQUENCY-TO-CODE
CONVERSION

One of the main parts of frequency—time-domain smart sensors is the frequency
(period, duty-cycle or time interval)-to-code converter. This unit directly influences
such sensor metrological characteristics, as the accuracy and the conversion time as
well as the power consumption. In spite of the fact that the frequency can be converted
into digital code more precisely in comparison with other informative parameters of the
signal, in practice, it is not a trivial task of simple time-window counting. Besides, very
often a consumer or a sensor manufacturer is not an expert in the area of frequency-time
measurements. Let us consider the most popular frequency-to-code conversion discrete
methods and give an analysis of metrological performances, conversion frequency
ranges and requirements for realization with the aim of choosing the most-appropriate
conversion method.

The formation and development of this perspective began after the publication in
1947 of the first patent on the electronic ADC with narrow time intervals offered by
Filipov and Negnevitskiy in 1941. This converter was based on the discrete counting
method of normalized impulses of the reference frequency (Patent 68785, USSR).

Today, there are many patents concerning various conversions and measuring
methods of frequency—time parameters of electrical signals. The main methods are:

e The standard counting method for measurement of the average frequency for a fixed
reference gate [95—-97]. Due to the advantages and simplicity of implementation
the method is still used today [98].

e The indirect method of measurement of the instantaneous frequency for the time-
interval measurement [99,100].

e The interpolation method (with analog and digital interpolation) [97,101,102].
e The method of recirculation [97].

e The method of the single or multiple vernier. Many new methods for frequency
measurement, the phase and other values as well as their ratios were developed on
the basis of this method [103].
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The method of delayed coincidences and additional channels [100,103].

The reciprocal counting method or the so-called coincidence measuring
method [97-98,104,105] (this method was used in the Hewlett-Packard counter
HP5345A) and its modifications: double casual coincidence of impulses and
impulse packets.

Special methods based on the first two methods ensuring: direct measurements of
values, including the measurement of low and infralow frequencies [95,96,106]; the
tracing mode [95,103]; the weight average [107]; the measurement of frequency,
commensurable with the interference [96,107]; the increase of static and dynamic
accuracy [4,108,109]; the measurement of instantaneous frequencies by the signal
derivation [96]; the frequency range extension, the parametric adaptation and other
capabilities.

The high resolution and high accuracy M/T method [110].
The method with constant elapsed time (CET method) [111].
The double buffered measurement method [112].

The DMA transfer method [113].

The accurate method of the frequency-time measurement with the non-redundant
reference frequency [114].

The method of the dependent count (MCD) [115,116].

Naturally, for different reasons, not all the listed methods may be used for frequency-

to-code conversion in smart sensors. In this chapter, we shall consider classical methods

of

frequency (period)-to-code conversion.

4.1 Standard Direct Counting Method (Frequency
Measurement)

The frequency counting scheme shown in Figure 4.1 is one of the most commonly
used techniques for converting the output of a sensor to a numerical quantity. The rest

of
oc

the circuitry, which must be used to reset the counter before the next gate period
curs, is not shown in this simplified diagram.

] JUL
X } Counter N,
To
Reference
oscillator

Figure 4.1 Simplified diagram of standard counting method
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The conversion method consists of counting a number of periods 7, of the unknown
frequency f, during the gate time (the reference interval of time) 7p. The gate time
is formed by dividing a reference frequency fy down to a suitable period. The output
pulses of the sensor are simply accumulated during the time the gate signal is high.
The result of conversion can be calculated by the following way:

Nx = TO/TX = TOfx (41)

If T is equal to one second, for instance, the output N, is equal to the sensor frequency
fx. In the common case, the converted frequency is determined according to the

following equation:
Ny
foNx'fOZ_ (42)

To
The time diagram of the described circuit (Figure 4.2) shows that the absence of
synchronization of the beginning and end of the gate time 7y with pulses f, results in
an error of measurement; its absolute value is determined by values Af#; and At,. It is
easy to see, that actually the measurement time is

Ty=N, -T. = N./fr =To+ Aty — A 4.3)

therefore
Ny =To- fx + (A — An) /T 4.4)
To= N, T — Ati + Aty = N, T, £ At = N, T, £ A, 4.5)

Time intervals A¢; and At can be changed independently of each other, accepting
values from O up to 7, with equal probability. Then the maximum relative quantization
(discretization) error caused by the absence of synchronization, will be

5—:|:1—:|:1 4.6
TN TR fe 40
ZTXZ
L,
T,
— | L
L y
Aty § LA

Figure 4.2 Time diagrams of direct counting method
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Without special measures the absolute error A, with a maximal value that does not
exceed %1 count pulse, will be distributed according to the triangular law (Simpson’s
distribution law)

0, at—1> A, > 1
W) =31+4, at—-1=<A,=<0 4.7)
1-4A,, at0<A;, =<1

with the mathematical expectation (mean), the dispersion and the mean-square devia-
tion:
M(A) =0; D =1/6;0(A,) = +vD =+1/6 (4.8)

accordingly.

The mean-root square error o (A,), because of the distribution law symmetry W(A,)
corresponds to the standard deviation.

The moment of the beginning of measurement can be synchronized with
the converted frequency but the moment of the ending of measurement cannot
be synchronized. The quantization error for this case may be determined from
Equation (4.4), if At; = 0. Then the quantization error will be determined according

to the following equation:
1

B TO : f X
The value 8, can be reduced, if f; pulses are shifted compulsorily in a half-period

in reference to the beginning of the gate time Tj. In this case At; = T,/2, and the
quantization error can be determined

8, = (4.9)

1
5, =+ 4.10
! 2Ty - f *-10)

In this case, the distribution of the methodical quantization error is the uniform
symmetric (unbiased) law

0, aa—05> A, >0.5
WA = { I, at—05<A, <05 ¢-11)
with numeric characteristics
M(A) =0;D=1/12;0(A,) = +vD = +1/2V/3 (4.12)

Distribution laws (Equations (4.7) and (4.11)) and their numerical characteristics
are valid, if the duration t of pulses f, satisfies the following condition T < Tymin.
Otherwise, Simpson’s law is transformed into the biased trapezoidal distribution law,
the uniform unbiased law into the biased law, and the value of error A, is increased.

It is obvious, that by the calculation of the gate time 7 according to Equation (4.5)
its maximum value will be determined by the lower frequency f, i, of the conversion
frequency range. The high range of frequency conversion is limited by the maximum
pulse counter speed. So, for example, the microcontroller Intel D87C51AF has a 3 MHz
counting frequency.
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By the direct frequency measurement, there are two essential error components.
These are the frequency reference error 8¢ and the above considered, quantization
error 4.

The frequency reference error ¢ is the systematic error, caused by inaccuracy of
the initial tuning and the long-term instability of the quartz generator frequency. The
casual component of the resulting error is determined by the short-term instability of
the frequency fj.

As known, the frequency deviation of the non-temperature-compensated crystal
oscillator from the nominal due to the temperature change is (1-50) x 107® in the
temperature interval —55—+125°C. This error’s component may be essential in the
measurement of high frequencies. For reduction of the systematic frequency refer-
ence error an oven-controlled crystal oscillator is used at which the maximal value
Sref = 107°—1078 remains in the given limits for a long time.

The maximum permissible absolute quantization error is

1
Ag=tfo=4— (4.13)
Ty

In turn, the limits of the absolute error of frequency-to-code converters based on the
standard direct counting method can be calculated as:

1
Am.ax == <8reffx + _) (414)
Ty

Limits of the relative error of such a frequency-to-code converter in percent is

1
Smax = ((Sref + fx . TO) 100 4.15)

The quantization error §, depends on the converted frequencies. It is negligible for
high frequencies above 10 MHz, grows at the frequency reduction and may reach
an inadmissible value in the low and infralow frequency range. For example, for
fx =10 Hz at gate time Ty = | s the quantization error will be 10%. On the other
hand in order to reach a reasonable quantization error of at least 0.01%, a frequency of
10 Hz will result in an increased conversion time up to 7y = 1000 s. Effective methods
for reducing quantization error in the standard direct counting method are:

(a) multiplication of converted frequencies f, in k times and subsequent measurement
of the frequency f - k, that is reduced to increase the pulse number inside the
gate time

(b) using weight functions.

Both ways result in some increase in hardware or increase in the chip area for the
realization of the additional frequency multiplier, increase of the conversion time by
the realization of the weight averaging with the help of the microcontroller core.

One of the demerits of this classical method is the redundant conversion time in all
frequency ranges, except the nominal frequency.
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4.2 Indirect Counting Method (Period Measurement)

The indirect counting method is another classical method for frequency-to-code conver-
sion. This method is rather effective for the conversion of low and infralow frequencies.
According to this method the number of pulses of the high reference frequency fj is
counted during one T, or several n periods T, (Figure 4.3).

Thus, the following number will be accumulated in the counter:

Ne=n-T/To=n- fo/fx, (4.16)

where n is the number of periods 7. The number N, is equal to the converted period.
By the same way, it is possible to convert the pulse width 7,, or the time interval t
between start and stop pulses into the code.

The number of pulses N, counted by the counter is determined by the number of
periods Ty = 1/fy during the time interval T7,. Therefore the average value of T, is
equal to:

T, =N,-Ty 4.17)
In view of the absolute quantization error because of non-synchronization
T, = (Ny = DTy + Aty + (To — Aty) = N To + Aty — Aty = N.To £ A, (4.18)

Therefore, distribution laws of these errors W(A,;) and W(A,;) are equiprobable
and asymmetrical with the probability 1/7, and with the mean

M(At) =0.5-Ty, M(Aty)) =—-05-Tp (4.19)

The random additive methodical quantization error A, is determined by the sum
of the independent and distributed errors according to the uniform distribution law
random errors At; and At,. The maximum value of the error is Ay max = £7o. It is
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Figure 4.3 Time diagrams of indirect counting method
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distributed according to the triangular (Simpson’s) distribution law W(A,) with the
null mathematical expectation:

M(Ay) = M(At) + M(A) =0 (4.20)
and the dispersion
T2
D(At) = D(A) = D(At) = % (4.21)

Because of the distribution law symmetry W (A,) the mean-root square error coin-
cides with the standard deviation

8 1§ To
0(A,) =vo2(An) 4+ 02(An) = Lt = j:% (4.22)

By synchronization of the reference frequency f; with the beginning of the converted
interval T, it is possible to provide At} = 0. However, it is impossible to synchro-
nize the ending of this interval in a similar way. Therefore, the methodical error
A, remains irremovable in principle. Owing to such synchronization the symmetric
uniform distribution law W (A,) is transformed into the asymmetrical uniform law
with the probability 1/7y and the error be further increased. Therefore

Ty
NE]

Because of the occurrence of the systematic error component —0.57; the standard
deviations will be less than twice the mean-root square errors o (A,). Additionally

shifting the reference pulses to 0.57y, we receive the uniform symmetric distribu-
tion law.

Aymax = At = To; M(A)) = —0.5Tp; 0(Ay) = (4.23)

0 at — 0.5Ty > Aq > 0.5T

W(Aq) = 1 (4.24)
? at — 0.5Ty < Aq < 0.5T

with the numerical characteristic

T; T;
M(A)=0;D="2:6(A,) =+V/D = +—— (4.25)
12 2V3
and the standard deviation coincides with the values of o (A,). We notice that this error
is distributed according to the uniform law each time the measurand, with a continuous
value, is replaced by a discrete value.
In order that the result equals the converted frequency it is necessary to calculate
the ratio
Np = — 4.26
fx Nx ( )
By using the microcontroller core, this operation is carried out without any problems
and in parallel to the conversion process. It is also possible to use various functional
converters or digital integrators working in the mode of hyperbolic function modelling
so that the conversion results in units of frequency. Among a significant number of
specially developed methods of instant frequency conversion and the reproduction
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of the inversely proportional dependence the single-cycle and bicyclic methods were
favourably allocated [95,96].

We shall specify below only the most distinctive features and technical performances
of the best-developed devices, defined by their metrological characteristics and applied
to frequency-to-code converters.

Converters on the basis of single-cycle methods have the greatest speed and accuracy.
The linearization in them is realized by:

e an integrator with parallel function, carrying out the pulse modelling of the hyper-
bolic dependence simultaneously with the quantization of the period 7, (or the
multiple time interval to its duration)

e adecoder based on a read-only memory (ROM), converting the code of the number
Nr, into the code of the result Ny,.

In the first case, the approximation of dependence is realized with high accu-
racy without added complexity, in comparison with piecewise-linear and piecewise-
exponential approximations. As the number in the decrement counter of the integrator
is changed continuously, then the quantization frequency of the period Tx will also
be changed continuously. It provides the ¢(7,) reproduction with the best accuracy.
In measurements of the frequency of rectangular pulses, the methodical linearization
(approximations) error is negligibly small. The usage of the integrator, by using a small
frequency changes, incorporates a tracking measuring mode instead of a cyclic mode.

In the second case at the end of the quantization period 7 the code Ny, is formed
by the reading pulse on the received code of the number N7, in the decoder. The
methodical linearization error is absent, because the table of conformity N7, — Ny,
is made on the basis of the formula Ny, = Ng/Nr,, and each number Ny, is rounded.

Converters using bicyclic methods differ in a shorter speed. In the first step one or
n periods are quantized. At the end of this step the number of pulses N7, is formed in
the counter. During the second step, the Ny — Ny, conversion is realized by repeated
addition or subtraction:

e the number Ny, for calculation Ng = N7, - Ny, = const (addition) or Ny, =
Ns/N7, (subtraction), where Ns is the constant maximum number determined
by the given accuracy and the time of Ny, — Ny, conversion

e two pulse sequences: one uniform with the constant clock frequency controlled by
the dynamic range Dy = fy max/fxmin, and the other non-uniform from the digital
feedback loop with average frequency determined by the complement code of the
binary number N7,.

In the first case, multiplying-dividing operations are carried out. Therefore, for
simplification of the circuit realization (by the hardware realization) integrators with
sequential carry (the so-called binary frequency multipliers) are used. Thus the multi-
plication is carried out by the consecutive addition of the number N7, with itself up
to a given constant number Ns, and division by the consecutive subtraction from Nj
the numbers Nz, up to the required. The number of iterations Ny, carried out in both
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cases determines the result of the measurement of the instant frequency for one or
several periods T,. These methods may also be used for the creation of phase shifts,
the off-duty factor, the duty-cycle, etc. to code converters.

In the second case when digital feedback (positive or negative) is used, the consec-
utive integrator with extended functionality for pulse addition/subtraction to/from the
constant clock pulse sequence is also applied. A frequency divider with digital feedback
was constructed in order to combine the period quantization and the functional transfor-
mation in time. This also reduced the hardware requirements, because the counter was
simultaneously working as the frequency divider. Thus, the methodical linearization
error and the rounding error of the result occur.

Using the described methods of measurement demands additional digital signal
processing that in some cases results in increased hardware. However, the changeover
from average frequency measurements to instant frequency measurements was reason-
able. It provided increased speed and dynamic error reduction for measurement of
fast-changing quantities, for example, in vibration, flow and pressure measurements.

Commonly, the error of frequency-to-code converters of the periodic signal of any
form based on the conventional indirect counting method is determined by the insta-
bility of the reference frequency, the quantization error and the trigger error due to
internal and input signal noises. Trigger errors occur when a time interval of the
measurement starts or stops too early or too late because of noise on the input signal.
There are two sources of this noise: the noise on the signal being measured and the
noise added to this signal by the counter’s input circuitry.

The relative quantization error can be calculated according to the following equation:

_h
;=
n- fo
The quantization error can be reduced by increasing the reference frequency fy or
n—numbers of converted periods 7,. It increases with increasing number of converted
frequencies. Limits of the relative error of the frequency-to-code converter based on
the indirect counting method are

1 Ori
(Smax -+ 5ref+ + TriggerError (428)
foTxn n

In turn, the trigger error can be calculated as

- 100 4.27)

1'4\/(Vnoise—input)2 + (Vnoise—sigml)2
ST,

where S is the signal slew rate (V/s) at trigger point. At rectangular pulses with the
wavefront duration no more than 0.57) the trigger error is equal to zero. Such output
signals are used in the majority of modern frequency output sensors.

Using measurements of time intervals or pulse duration the total error is determined
according to the equation

STriggerError = s (4 . 29)

1
amax == <8ref + f_T +2- 8TriggerError + 8TriggerLevelTimingError) (430)
04Lx

In this case, the trigger level error is twice increased because of the start and stop
pulse. The trigger level timing error results from the trigger level setting error due to
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the deviation of the actual trigger level from the set (indicated) trigger level and the
amplifier hysteresis if the input signal has unequal slew rates. It can be calculated by
the following way:

A VLevell A VLevelZ

(STriggerLevelTimingError = Sl ] TX Sz ) TX (431)

Usually the inaccuracy of setting levels on the wavefront and the tail are equally
accepted (AV = 20-30 mV). If their slew is identical it is possible to use the following
equation [105]:

2A VLevel
‘STriggerLevelTimingError P E—— (432)

ST,
The quantization error of the frequency-to-code converter using the indirect counting
method also depends on the measurand frequency f, (Equation 4.27).
From the given equations it follows that the conversion of short time intervals causes
a large quantization error. It can be reduced by three possible ways. Two of them are
obvious direct solutions—increasing of the reference frequency fy and converting a
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Figure 4.4 Time diagrams of interpolation method



4.3 COMBINED COUNTING METHOD 79

greater number of intervals n accordingly. The first way requires a high-frequency
generator and counter.

There is another conversion method which reduces the quantization error. It is the
so-called interpolation method, in which instead of an integer number of reference
frequency periods filling out the converted time interval, fractional parts of this period
between the reference and the first counting pulse as well as the last counting and
reference pulse are also taken into account [117]. This conversion method is illustrated
in Figure 4.4.

The first counting pulse during the 7, is delayed relative to the period’s wavefront
for time At;, and the tail of 7, and the next counting pulse appearing after the tail—for
time Af,. If it is possible to take precisely into account intervals Af; and Af,, the
quantization error would be excluded. The task of measuring the intervals A#; and At
can be solved in the following way.

During the time interval Af; a capacitor is linearly charged, and then discharged
slowly 1000 times. This interval is filled by the same counting pulses and the number
Ny accumulates. The time interval Af, is measured in the same way. As a result, the
required time interval T, is measured with absolute quantization error Ty = Ty/ 103,
which is equivalent to the filling by the counting pulses with a frequency 10 times
more than fj.

The speed of the indirect counting method is determined by the time interval 7, and
the latency of the new measuring cycle. The latency can be reduced by two times in the
case of the pulse signal or up to zero by using two counters working alternatively. The
indirect counting method is a method with a non-redundant conversion time. However,
its main fault is a high quantization error in the medium and high frequency range.
So, for example, for conversion of a frequency f, = 10 kHz and reference frequency
fo = 1 MHz the quantization error will be 1%.

4.3 Combined Counting Method

Modifications to classical frequency-to-code conversion methods are possible using
the combined conversion method and altering the frequency range. In the middle and
high frequency range the conversion is carried out according to the standard counting
method and in the low and infralow frequency range according to the indirect counting
method [118].

The boundary frequency of adaptation at which methods are switched, is determined
by the condition of maximum quantization errors (Equation 4.6) and (Equation 4.27)
equality at n = 1 and determined as

fo
xbound = 4/ 75 4.
Jxbound T (4.33)

Such a combination results in a number of properties, which expands the application
of the combined method (Figure 4.5). The quantization error is essentially reduced
at the ends of the conversion range of frequencies. The graph of §,(f,) against the
frequency has one global maximum at point fypound. Graphs of §, (fx, Tp) and &, (fx, fo)
are shown in Figures 4.6 and 4.7 respectively. With the increase of Ty the quantization
error 8, is be decreased, and fypound is shifted into the low frequencies. In turn, with
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Figure 4.6 Graph of §,( f;, Tp) for combined conversion method

the increase of fj the boundary switching frequency of conversion methods is shifted
into the high frequencies.

A possible hardware configuration for the combined conversion method is shown in
Figure 4.8 [96]. This circuit can be easily realized using silicon or FPGA.

The converter works as follows. Let trigger T be in the state corresponding to the
frequency conversion mode. Simultaneously this trigger opens the logic element AND;
and closes AND,. Thus, each pulse of the input frequency sets up the counter CT2 to
‘0’. As the capacity of CT2 corresponds to the period duration at which the switching
into a period conversion mode occurs, and the converted signal is in the high frequency
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Figure 4.8 Frequency-to-code converted with adaptation of conversion modes

range, in each period of an input signal the reset of this counter to ‘0’ will be earlier,
than its overflow by reference frequency pulses from the frequency divider.

Owing to the absence of an overflow pulse for the counter CT2 the trigger will not
change its state and the device will be constantly in the frequency conversion mode.

If the frequency of the converted signal decreases, the counter CT2 overflow during
one period 7, will occur before the reset. In this case the trigger toggles to ‘1’ by
the overflow pulse of the counter CT2 and the device will be switched into the period
conversion mode. Thus, the control unit allows the propagation of reference frequency
pulses to the counter CT2 during one or several periods 7,. When the trigger T is
switched to ‘1’, the logical element AND; is closed and AND, opened. The next
pulse of the input frequency will set up the counter CT2 to a state ‘N’ and the trigger
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to ‘0’. If the input frequency is such that CT2 overflow occurs in each period T, then
each time the trigger is toggled to ‘1’, the counter to ‘N’, and the control unit will
switch the device into the period conversion mode.

That the counter CT2 is set to ‘0’ or ‘N’ depends on the result of the current conver-
sion cycle, and the mode switching is characterized by some hysteresis determined by
the number N. It removes unstable work of the device when the frequency of the
converted signal is close to the boundary frequency of the mode switching f\bound-

Thus, depending on the input frequency, the number proportional to the frequency
or the period is accumulated in the counter CT1. The trigger state is shown on the
conversion mode.

The described converter may be easily realized based on a microcontroller.
According to the initial data, the microcontroller determines the boundary frequency
Jfxbound at which conversion modes will be switched, analyses the actual value of the
converted parameter and forms the command for the mode change. The particular
choice of the microcontroller will depend upon the required performance and the
operating range as well as other system requirements. Performance factors such as
the accuracy and measurement range depend upon available on-board peripherals and
the operating speed of the microcontroller.

4.4 Method for Frequency-to-Code Conversion Based on
Discrete Fourier Transformation

Although this method for frequency-to-code conversion does not concern discrete
conversion methods, but rather DSP-based methods of discrete spectral analysis, its
application today is economic enough, due to rather inexpensive DSP microcontrollers,
to be used, in smart sensors.

The block diagram of the device using this conversion method is shown in Figure 4.9.
The device contains two analog-to-digital converters (ADC), two blocks of the discrete
Fourier transform (DFT), two blocks for searching for the number of the maximum
spectral component SC,,x and the arithmetic logic unit (ALU) for calculation of the
converted frequency.

The method can be successfully realized on the basis of the DSP microcontroller,
including two ADCs or a single ADC with multiplexed input channels, for example,
TMS320C24x families from Texas Instruments [119]. This DSP microcontroller

Figure 4.9 Device for frequency-to-code conversion based on method of discrete spectral
analysis
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includes two 10-bit ADCs, and also a set of other peripherals, useful which are in
smart sensors: timers, PWM and CAN modules, etc.

The method of frequency-to-code conversion described in [120] consists of the
simultaneous digitization of the input signal with drawing on N and N — 1 points,
the determination of the number of the maximum spectral component received with
the help of the discrete Fourier transform and calculation using these numbers of the
converted frequency.

The device works as follows. An input signal is descritized in the analog-to-digital
converters, and discrete values N and N — | are received accordingly. These values
enter blocks DFT; and DFT, and after calculation of the discrete Fourier transform,
the discrete spectrum is produced. Numbers of maximal spectral components are
determined in blocks SC,ax; and SCax2 accordingly. Then according to these numbers
the ALU calculates the frequency.

The equation for the frequency determination on each spectrum can be given as

fe=(Ki+4-N)-Af and fy = Ko+ £ - (N — 1) - Af (4.34)

Passing to the relative frequency F = f,/Af, we have:
F=K +4 N (4.35)
F=Ky+4-(N-1), (4.36)

where ¢; and ¢, are the number of periods of discrete spectrums for N and N — 1
points, respectively.

Since N > N — 1, and €| < {;, then £, = ¢; + X, where X =0, 1, ..., substituting
£, into Equation (4.36), we have F = K, + (¢, + X) - (N — 1). Let us express £; as

_F—K,—X-(N-1

/ 4.37
1 N1 (4.37)
substituting this expression in Equation (4.35)
F—-K,—X-(N-1
F=K + 2 ( ) N (4.38)
N -1
Multiplying both parts of the equation to (N — 1), we have
N-1)-F=Ki- N—-1)+F-N—K,-N—X-(N—1)N. (4.39)

Then removing the brackets we can write F as
F=K, N-Ki-(N—1)4+X-N-(N—-1).

By designating K, = K,N — K{(N — 1) and Ny = N(N — 1), we have F = K, +
N,X, where X =0, 1, ..., or

fi=(®&,+ N, -X)-Af (4.41)

The range of the unequivocal frequency determination by this device is determined
according to the equation

Dy=N,-Af =N-(N—1). (4.42)
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The frequency of the input signal can be determined according to the following
equation:

K, -N—K;-(N—-1), if K> > Ky,

f":Af{K2~N—K1-(N—1)+N~(N—1), if Ky < K, (4.43)

where Af = 1/T is the spectrum resolution; 7 is the considered interval for the input
signal; N is the number of discrete points of DFT.

Let the input signal be a harmonious oscillation with frequency f,. The spectrum
of such a signal is shown in Figure 4.10(a). After digitization of the input signal and
superimposing on the dot discrete spectrum (Figure 4.10(b) and (c) respectively) it is
impossible to determine unequivocally the frequency of the input signal on each of the
received spectrums separately, but comparing them, we find that the true frequency is
at the point where the maxima of the periodic spectrums coincide.

Let us carry out an analysis using the criterion which reflects the relative range
extension of the unequivocal frequency determination

n=—, (4.44)

where 7 is the relative range extension; D, and D, are the ranges of the unequivocal
frequency determination for the old and new devices respectively.

Dy,=N-Af;Dy=N-(N—1); (4.45)
Dy

n="2=N-1. (4.46)
D,

This method allows the range of the unequivocal frequency determination to be
extended, and it is possible to achieve the necessary ratio between the range and the
required descritization of the frequency determination.
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Figure 4.10 Spectrum of harmonious oscillation with frequency f;
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4.5 Methods for Phase-Shift-to-Code Conversion

The phase shift (¢,)-to-code conversion can be reduced to the conversion of the time
interval #, on which two periodic sequences of pulses with the period 7, [117] are
shifted.

The essence of the classical widespread method of the phase-shift-to-code conversion
consists of the following. Sinusoidal voltages V) and V,, the phase shift between which
it is necessary to measure, are converted into short unipolar pulses (Figure 4.11). The
strobing pulse ¢, is formed from the first pair of pulses 1 and 2. It is filled out by the
reference frequency pulses fy. The number of pulses coming into the counter during
the interval ¢,:

n=fot 4.47)

A strobing pulse, equal to the period of the converted sinusoidal voltage, is formed
in parallel. This pulse is also filled out by the reference frequency pulses fy. The
number of counted pulses during the period T is:

N=/fy T, (4.48)
The phase shift is calculated according to the following equation

_360-n (4.49)
= N .
The microcontroller core embedded in a smart sensor allows the choice of period
necessary to determine the phase shift as well as observing phase shift fluctuations.
There is also the possibility to convert average phase shifts during ¢ periods.
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Figure 4.11 Time diagrams of method for phase-shift-to-code conversion
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However, by using this method for the phase-shift-to-code conversion, high accuracy
can be achieved only in low and infralow frequency ranges. In order to increase
the conversion resolution and accuracy, the interpolation method, a method based
on multiplication by f, of the time interval proportional to the converted shift, or
multiplication of the reference frequency fy by f, can be used.

The basic components of the total conversion error of phase-shift-to-code converters,
based on conversion of the phase shift to the time interval are:

e the noise influence on the conversion process

e the quantization error.

If the form of the converted signal differs from the rectangular, for example, sinu-
soidal, there are additional components of the conversion error:

e the trigger error

e the error caused by the difference of the form of the converted signals from the
sine wave because of non-linear distortions.

Also, it is common in phase shift conversion that instrument error caused by non-
identical channels has an effect. This error can be automatically corrected. Furthermore,
microelectronic technologies for modern one-chip smart sensors practically guarantee
the channel identity.

The standard deviation of the quantization error distributed according to Simpson’s
distribution law, is equal to:

oy = B0
V6

At Ty = const the quantization error increases with frequency f;. By the given

absolute conversion error Ag, the higher limiting frequency is

(4.50)

Ay,

— 4.51
360 - T ( )

fxmax =

Example: At Ap, =0.1° and Ty =10"° (fy =1 MHz) the greatest possible
frequency of the converted signal should not exceed f,max = 277.77 Hz. The low
frequency is not limited.

Another classical method of the phase-shift-to-code conversion consists in the phase
shift conversion for some periods during the constant conversion time T¢ycle. Thus, the
high converted frequency is considerably extended; however, the conversion time will
be increased.

Summary

The choice of interface and the conversion technique depends on the desired resolution
and the data acquisition rate. For maximum data acquisition rate, period measure-
ment techniques (indirect counting techniques) can be used. The period conversion
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requires the use of a fast reference clock with available resolution directly related to
the reference-clock rate.

Maximum resolution and accuracy may be obtained using the frequency-
measurement (standard-counting), the pulse-accumulation or integration techniques.
Frequency measurements provide the added benefit of averaging out the random- or
high-frequency variation (jitter) resulting from noise in the signal.

The comparative simplicity of the standard direct counting method as well as the
indirect counting method in comparison with other methods (for example, methods of
tracing balance, requiring the use of closed structures), high performance and univer-
sality have contributed to their popularity. They have become the basic, traditional,
classical methods despite some restrictions and faults.

DSP-based methods for the frequency-to-code conversion of a harmonious signal
based on the discrete spectral analysis have been developed due to advances in micro-
electronics. Today their application is economic enough, due to rather inexpensive DSP
microcontrollers, to be used in smart sensors.

Further development of microelectronic technologies, microsystems and smart
sensors, and new advanced methods of frequency (period)-to-code conversion aim to:

e increase accuracy, speed and metrological reliability of the measurement of absolute
and relative values, and also their ratio

e expand functionality and the conversion range

e automatize completely all procedures of measurement, control, digital processing,
parametric adaptation and self-diagnostics

e simplify the circuitry or minimize a chip area

e reduce the cost, weight, dimensions, power consumption, etc.
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5

ADVANCED AND
SELF-ADAPTING METHODS OF
FREQUENCY-TO-CODE
CONVERSION

In spite of the fact that today frequency can be measured by the most precise methods
by comparison with other physical quantities, precise frequency-to-code conversion
with the constant quantization error in a wide specified measuring frequency range
(from 0.01 Hz up to some MHz) and with non-redundant conversion time can only
be realized based on novel measurement methods for frequency-time parameters of
the electric signal. This requires additional hardware costs and arithmetic operations:
multiplication and division for calculations of the final result of conversion. Therefore,
additional measuring (conversion) devices should be included in the microsystem.
These include two or more multidigital binary counters, the multiplier and the code
divider, logic elements, etc. Different design approaches are used. In the authors’
opinion, a successful solution is the use of a microcontroller core in such microsystems.
In this case, with the aim to minimize the built-in hardware, it is expedient to take
advantage of the program-oriented methods of measurement developed for frequency-
time parameters of signals.

5.1 Ratiometric Counting Method

We shall first consider the idea of the original method of the discrete count [98,117],
called the ratiometric counting method, which allows frequency-to-code conversion
with a small constant error in a wide frequency range, we shall then consider how this
method can be realized.

Let’s assume that the converted periodic signal is in the form of sine wave. By
means of the input forming device it will be transformed into a periodic sequence of
pulses, the period T, of which is equal to the period of the converted signal. There are
various devices and principles for the transformation of periodic continuous signals
into a sequence of rectangular pulses. For the practical usage, we provide a simple
enough circuit of such an input shaper (Figure 5.1). It has an input voltage range from
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Figure 5.1 Circuit of input forming device

+0.035 up to +24 V. The device includes an input amplitude limiter, an amplifier and
a Schmitt trigger.

Regardless of this sequence the first reference time interval (gate time) Ty is formed
(Figure 5.2). It is filled out by N; pulses of the periodic sequence. The number N; is
accumulated in the first counter. The converted frequency f; is determined according
to the following
’ Ny
=g (5.1)

The frequency deviation from the value f, is determined by the quantization error,
the reduction of which is the aim of this method.

Simultaneously, the second gate time Tp,, is formed. Its wavefront coincides with
the pulse, appearing right after the start of the first gate time 7j;, and the wavetail, with
the pulse appearing right after the end of the first gate time Ty;. Thus, the duration of
the second gate time Tp, is precisely equal to the integer of the periods of the converted
signal, i.e.

Too = Ny - T, (5.2)

The wavefront and the wavetail of the formed gate time are synchronized with the
pulses of the periodic input sequence generated from the input signal, therefore the
rounding error is excluded. The second gate time is filled out by pulses of reference
frequency fy, whose number is accumulated in the second counter.

The formula for the calculation of the converted frequency can be obtained in the
following way. The number of pulses which have got into the second gate time, as can
be seen from Figure 5.2, is determined by the ratio

Ny = N;-T,/Ty = Ny - fo/ fx» (5.3)
hence

_ M 5.4
fx—ﬁz'va (5.4)

where fj is the reference frequency. This can be done in a PC or a microcontroller
core along with the offsetting and scaling that must often be performed.
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Figure 5.2 Time diagrams of ratiometric counting method

The accuracy of the frequency measurement is determined by the quantization error
of the time interval N;T.

Let’s withdraw the equation for the relative quantization error §, for the frequency-
to-code conversion. First of all we shall determine the maximum value of the relative
quantization error for the time interval Ty, = N;T,. As this interval is filled out by
counting pulses with the period Ty, the maximum absolute error is A, = £Tj, and the
maximum relative error is:

Ty

Ty
Sy =+ = 4 (5.5)
T Ny - T,

The equality N7, = T, can be presented as f, = N;/Ty,. Then according to the
rules of the error calculation for indirect measurements the measurement error of the
function f, is connected with the measurement error of the argument 7y, by the ratio
(with the accuracy of the second order of smallness) §, = d,. After substitution of &,
from Equation (5.5) we have:

o _ 4 ), T (5.6)

5, ==+
Ny - T, Ny
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According to the standard direct counting method it is possible to write the equality
To1 = Ny/f;. Substituting the relation f//N; = 1/Ty;, into Equation (5.6) instead
frx/N; we obtain:

Ty 1
g =F— == (5.7)
Tor Jo-Ton

This formula let us draw the conclusion that the maximum value of the relative
quantization error for the frequency-to-code conversion for this method does not depend
on converted frequencies and, hence, is constant in all conversion ranges of frequencies.

For a reference frequency fy = 1 MHz and the first gate time 7p; = 1 s the maximum
value of the relative quantization error will be §, = £107*%.

If, by the measurement of the time interval Ty, = N7, using the interpolation
method considered in Chapter 4 with the same frequency and gate time we obtain
8 = £1077%.

Equation (5.7) is suitable for engineering calculations. However, this equation is
a simplified mathematical model. Its construction was based on two assumptions. In
order to research limiting metrological characteristics of the method it is necessary to
use the refined mathematical model of the quantization error [118].

In the common case, the number of pulses which have got into the second reference
time interval Ty, (Figure 5.2), is unequivocally connected to the phase crowding of
reference frequency fluctuations during the time 7 = N; T, expressed through 27:

1 t+1/2 »
NQ:em{——/i wuh}:em[wr}, (5.8)
7T Ji—t)2 2w

where wy is the radian reference frequency; ent { } is the integer part of a number.
Omitting the ent, we have:

N - T,
N, = 5.9
> T (5.9
On the other hand, on the strength of formula for Ty, it is possible to write down
" T 1
@:i——ﬁ——=fi=i—- (5.10)
(Ni+1D- f, To N

This formula represents the refined mathematical model for the quantization error
and can be used for frequency-to-code converter simulation for studying limiting metro-
logical characteristics.

The graph of §,, To, against f; is shown in Figure 5.3 and the functional relationship
8, (fx, To1) in Figure 5.4. Functions 6, = f(fx), 84(fx, To1) and T, = ¢ (f,) have the
finite discontinuity of the first kind. As the modelling results show, the quantization
error in the neighbourhood of the point fy i, is two times less than that calculated
according to Equation (5.7). Thus, the second reference time interval Ty, is increased
by as many times.

Finally, we consider the block diagram of the converter (Figure 5.5), which real-
izes the frequency-to-code conversion according to the considered ratiometric counting
method.

It contains two counters and a D-trigger clocked with the sensor output. All counter
functions can be provided by the counter/timer peripheral component, which interfaces
to many popular microcontrollers.
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Figure 5.5 Ratiometric simplified counting scheme

This method can also be used for the period (7})-to-code conversion. Thus, the
period is calculated according to the following formula

T, = =T, (5.11)

The main demerit of the considered conversion method is the redundant conver-
sion time.

5.2 Reciprocal Counting Method

A variation of the method described above is the reciprocal counting method
(Figure 5.6). The cyclicity of the conversion Ty is determined by the reset pulse.
The beginning of the counting interval T, coincides with the next pulse of sequence
fx, appearing after the ending of theStart’ pulse, and the end coincides with the next
pulse f,, appearing after the ‘End’ pulse [105]. The frequency is calculated during the
interval Ty.

The frequency or the period are calculated similarly as described above according to
Equations (5.4) and (5.11) accordingly. The quantization error is calculated according

to the following:
1

51] * fO * Teount .12
However, in this method, the value of the first gate time 7o, can be determined
only approximately. Having set the conversion cycle equal to 1 s, it is possible to
assume only that Teoun = 1 s. It is slightly inconvenient for engineering calculations
of the quantization error §,.
This method has the same demerit as the ratiometric counting method—the redundant
conversion time.

5.3 M/T Counting Method

The so-called M/T counting method, which also overcomes demerits of conventional
methods (standard direct counting and indirect counting methods) and achieves high
resolution and accuracy for a short detecting time was described in [110].
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Figure 5.6 Time diagrams of reciprocal counting method

Time diagrams of the M/T counting method are shown in Figure 5.7. The detecting
time Ty, is determined by synchronizing the generated output pulse after a prescribed
period of time Ty;.

It is easy to notice that the M/T method differs from the above described ratiometric
counting method by the synchronization of the first reference time interval Ty; with
the pulse of the converted frequency f,. The converted frequency or the period are
determined similarly according to Equations (5.4) and (5.11). The quantization error
does not depend on the converted frequency and is constant for all frequency ranges.

The detecting time is calculated by the following formula:

Too = To1 + AT (5.13)
The resolution Qy is calculated when the clock pulses N, are changed by one:

1 1)_ fo- Ny
Ny—1 NpJ  Na(Na—1)

On = fo-N ( (5.14)

The method uses three hardware timers/counters. One of them works in the timer
mode in order to form the first time interval Ty;, the rest are used in the counter mode.
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The M/T method has the same demerit as the previous two methods—the redundant
conversion time.

5.4 Constant Elapsed Time (CET) Method

The constant elapsed time (CET) method is another advanced method with the constant
quantization error in a wide specified conversion frequency range [111]. Like the M/T
counting method, the CET method is based on both counting and period measurements.
Both measurements starting at a rising edge of the input pulse. The counters are
stopped by the first rising edge of the input pulse occurring after the constant elapsed
time Ty;. For its realization the method uses two software timers with two hardware
timers/counters inside the microcontroller.

In order to eliminate repetitive starting and stopping counters that require a reinitial-
ization, the time counters run continuously and the pulse counter is read at the end of
each time interval. This method has the same demerit: the redundant conversion time.

5.5 Single- and Double-Buffered Methods

The single-buffered (SB) method is based on both pulse counting and measurement of
the fractional pulse period before the interrupt sample time [112]. Instead of repetitive
enabling/disabling of the capture register function, this function is always enabled.
Each rising edge of the synchronized input pulse f, stores the content of the timer
in the timer capture register. The same pulse is the clock for the pulse counter. The
interrupt requests are generated using the interval timer, without any link to the pulse
rising edges.

The time difference N, in this method is determined using the difference between
two readings of the capture register during the current and previous interrupt service
routine accordingly.

The pulse difference N, is determined using the difference between two readings of
the pulse counter during the current and previous interrupt service routine accordingly.
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The frequency f, is determined using the pulse difference, the time difference and
the clock frequency f; of the timer as Equation (5.4).

Each frequency-to-code converter consists of a free running timer with a timer
capture register, a pulse counter and an interrupt generator. The hardware complexity
for such a system, using a software timer instead of an interval timer, is similar to that
of the CET method. Hardware for the SB system is available in some microcontrollers.

The SB method has the following disadvantages [112]:

1. The reading of the timer capture register can be erroneous, if the reading is
performed during the store operation of the content of the free running timer. The
other problem occurs if the reading of the pulse counter is done during counting.
Both problems require synchronization hardware.

2. The rising edge of an external pulse at the time interval between the reading of the
timer capture register and the reading of the pulse counter will cause the inadequacy
of the content of the pulse counter compared to the necessary content. This is a
source of a numerical error, especially during the low frequency measurement.

The converter based on the double-buffered (DB) method consists of an interval
timer with an associated modulus register, a timer capture register, an additional capture
register and a pulse counter with the counter capture register.

The problems of the SB method are inherently solved using synchronization with
the rising and falling edges of the system clock. The maximum measured frequency
for the DB method is limited by the synchronization logic. The equivalent hardware
complexity for both methods is similar, because of the free running the timer consists
of the register and associated logic. The maximum measured frequency for the DB
method is, however, not limited by the software loop only by the hardware.

The measurement error for the SB and DB methods is caused by the synchronization
of the pulse signal. The worst-case error is caused by missing one count of the system
clock fy. The lower error limit of the SB and DB methods is the same as the error
limit of the ratiometric, reciprocal, M/T and CET methods, while the higher error limit
of the SB and DB methods is twice as much as the error limit of these methods. Like
all the mentioned methods SB and DB methods also have the redundant conversion
time in all specified conversion frequency ranges except for the nominal frequency.

5.6 DMA Transfer Method

The direct memory access (DMA) method [113] provides an average frequency
measurement of the input pulses, based on both pulse counting and time measuring
for constant sampling time. The time is measured by counting pulses of the reference
clock with the frequency fy in a free-running timer. Each rising edge of the input
pulse activates a DMA request. The DMA controller transfers the content of the free-
running timer into the memory (analogous to the timer capture register in the SB
method) and decrements the DMA transfer counter (analogous to the pulse counter in
the SB method). After each constant sampling time, the interval timer generates an
interrupt request to the microcontroller, which reads the contents of both the DMA
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transfer counter and the memory in an interrupt routine. The measured frequency is
calculated as in Equation (5.4).

Due to some specific errors for the DMA method the maximum error is greater than
the error of all the above advanced conversion methods (sometime more than 10 times
greater) in the case of the coincidence between an input pulse and the execution of the
longest microcontroller instruction, just prior to reading in an interrupt routine.

5.7 Method of Dependent Count

The method of the dependent count (MDC) was proposed in 1980 [116]. It combines
the advantages of the classical methods as well as the advanced methods ensuring
a constant relative quantization error in a broad frequency range and at high speed.
The method was developed for the measurement of absolute [116], relative frequen-
cies [121], periods, their ratios, difference and deviations from specified values. The
creation of these methods was a logical completion of the goal-oriented search for
optimal self-adopted algorithms developed earlier by the authors.

One of the essential advantages of this method is the possibility to measure the
frequency f, > fo. In this connection we shall use the following denotations for the
deducing the main mathematical formulas: F is the greater of the two frequencies f
and fy; f is the lower of the two frequencies f, and fy.

In general, the method of the dependent count (Figure 5.8) is based on simultaneous:

e separate counts of the periods of two impulse sequences of measurand frequen-
cies and reference frequencies at the relative and absolute measurement method
accordingly

e comparisons of the accumulative number with the number Nj, program-specified
by the relative error § at the frequency measurement, or at first with the number
Nj determined by the error §; of identification of the greater of the two frequencies
and only then with the number N (at measurement of the ratio)

o forming of the reference gate (quantization window) 7, equal to the integer number
N, of the periods 7 of the lower frequency f

e (quantization of the created reference time 7, by duration of the periods T of the
greater frequency F, the number of which is N > Nj.

The microcontroller reads out the number N (for the consequent summation with
the number Nj and calculation of the result of the measurement) at the moment of
appearance of the impulse of the next period t, terminating the impulse count.

In methods of the dependent count, the frequency-to-code conversions are supple-
mented by arithmetic calculations. The latter can be executed simultaneously with the
consequent measurement or before its beginning. The methods are suitable for single
channel as well as for multichannel synchronous frequency conversions.

Let’s consider the algorithms of absolute and relative methods of conversion in more
detail.
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Figure 5.8 Time diagrams of the absolute method of dependent count

5.7.1 Method of conversion for absolute values

The measurement (conversion) of frequency and its deviations from the program-
specified values is executed automatically during one time step 7,,. Modes of one-time,
cyclic or continuous measurements with high accuracy and speed are possible. The
measurements are realized by the separate count of the impulse with the normalized
width of two sequences with the frequencies fy and f,, summation and the continuous
comparison of the stored numbers with the specified number N;s for determination of
the moment of equality to one of them. Simultaneously, the quantization window T}, is
formed, equal to the integer number of the periods t of the lower frequency f (f, or
fo)- This interval is quantized by duration of the periods T of the greater frequency ( fy
or f,). The accumulation of the number N in the frequency F counter is necessary,
but it is an insufficient condition for the count termination and summation of periods
of both sequences. The impulse count is stopped only at the moment of appearance of
the wavefront of the consequent period, ensuring the multiplicity of 7, to duration of
the period t. After reading the numbers n = N, and N, fixed in the counters of lower
f and greater F frequencies accordingly, the measuring conversion is supplemented
by the numerical according to the formulas:
ot pMe N 1 Nt AN (5.15)
N No Ns + AN f Ny

where N = N3+ AN is the total number of periods 7', that was accumulated in the
counter of the frequency F during the quantization window 7,; AN is the complement
number to the specified number N;s of the periods 7 that will be accumulated in the
counter of the frequency F after its nulling up to the measuring termination.

The time diagram of the count of the periods 7 of the lower frequency f and
the periods T of the greater frequency at the frequency measurement f is shown in
Figure 5.8. It is obvious that:

T,=n-1=N, - Ty=N-T+A —A,=N-T +A,, (5.16)



100 5 ADVANCED METHODS OF FREQUENCY-TO-CODE CONVERSION

where A, = At; — Ar, is the absolute quantization error (the error of the method) of
the time interval T,. This error arises because of the non-synchronization of the first
and last impulse of the frequency F' with wavefronts of impulses of the frequency f,
determining the start and the end of the quantization window.
The time of the measurement (conversion) is:
1 AN
Tq:N-Tz(N5+AN)-T=—(1+—> T (5.17)
) N;
with the error, not exceeding the 7. This time does not depend on the measurand
frequency in the frequency range D;. The range D; can vary from infralow frequen-
cies up to the frequency fy = fmax. The latter is determined by the greatest possible
frequency that can be counted by the timer/counter.
In case, when t =T, (mode fy > fy) and T = Ty = 1/fy, Equations (5.15) and
(5.17) should be written as:

N, Ns + AN T AN
T, =T, 2" 20 7 =20 (1422, 5.18
fr= f0N5+AN 07N, a 8<+N5> (5.18)
If t=Tyand T = T, (mode f, > fy), then:
N5+ AN N, T, AN
— Te=Tp—— T, = (1+=22 5.19
fe=h—y— L=l v 1 =75 ( - N5> G-

The frequency range is extended up to 2D; and overlapped only by one specified
measuring (working) range.

5.7.2 Methods of conversion for relative values

Unlike the algorithm for measurement of absolute values, the algorithm for measure-
ment of relative values is executed in two steps [122]. The measurement of the ratio
fx1/fx2 1s executed without using the reference frequency fy (Figure 5.9).

The first step is used for the determination of the greater one of the two unknown
frequencies. To this effect the following procedures are carried out:

Start Begin nt=Ny=T, End
Ny
SRR EEREEe
>
1,2,3... Ny Ns N
AL L
Tig Aty NsT Sl leT T-At,
< »: ¢ » —pilg—
(N-1)T

Figure 5.9 Time diagram of method for frequency ratio measurements
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1. The calculation of the number Ny = 1/§, according to the program-specified rela-
tive error of determination of the greater frequency.

2. The separate count.
3. The summation of T,y = 1/f;; and Ty, = 1/fy, periods of impulse sequence.

4. The comparison of the obtained sums up to reaching the equality to the number N;.

The impulse count of both frequencies is completed at the moment of accomplish-
ment of this equality. The information about the greater of two frequencies is entered
into the microcontroller.

The second step is used for measurement of the frequencies ratio f,1/fy2, if fi1 <

fx2» or fxl/fxla if fxl = fx2- Thus:

1. The number Ns = 1/§ is calculated on the program-specified relative error § of
ratio measurement.

2. The impulses of both sequences are calculated.

3. Each of the accumulated sums is compared period by period with the number N;
according to the algorithm of the absolute method of the dependent count.

The integer number 7 of the periods 7 is fixed into the counter of the lower frequency
f(fx1 or fy2). The count of impulses of the frequencies fy; and fy, is stopped after
the counting by the counter of the frequency F' (fy2 or fy1) the number (N5 + AN)
of the periods 7. The result of measurement is calculated according to the formula:

f_n N, T N;+ AN

PN T _NtAN (5.20)
F N Ns + AN T N,

and displayed in the specific units of measurement (relative, %, per mille %o, etc.).
With regard for the result of determination of the greater of the two frequencies, the
calculations will be carried out according to the formulas:

fa__ N

1 )
= —Fif ¥l = Jx
fro No+ AN f 2 Ie
and
x N, )
fo _ > if fi2 < fu (5.21)

fxl B le +AN1

Thus, the relative error of measurement of the frequency ratio will not exceed the
program-specified error §.

Let us consider another method for frequency ratio. The second method is more
complex. Its realization requires the addition generator of the reference frequency fj,
the third counter of impulses for the frequency f; and more complex software for the
microcontroller.

Due to exception of the procedure for determination of the greater frequency
(Figure 5.9), the ratio f/F is measured by one step. The measurements of frequencies
f and F are executed simultaneously according to the method of the dependent count
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for absolute values, but with some features. In this case, the following procedures are
executed:

e The separate and simultaneous count of normalized impulses of frequencies F, f
and fjy.

e Forming of the reference time intervals 751 and T, equal to the sum of the integer
of periods T and r.

e Their simultaneous and independent quantization by duration of the period 7.

The number of the latter is accumulated and continuously compared with the before-
hand given N5 = 1/5. The accumulation of the number N; in the counter of the
frequency fj is necessary, but there is the insufficient condition for the count termi-
nation and summation of the durations of periods T and 7. The impulse count of the
greater frequency F is terminated at first at the moment of appearance of the impulse
followed by its period T'. Due to this the equation T;; = N, T is true. Simultaneously
the result of the frequency F to code conversion (the numbers N,; and AN)) is read
out. Then the impulse count of the lesser frequency f is stopped. It happens at the
moment of appearance of the impulse followed by its period 7. The last fact ensures
the equality 7o = N,,. After that the count of periods Ty with simultaneous reading of
the numbers N,; and AN,, and determination of the greater of two frequencies f,; or
fx2 is stopped. The analog-to-digital conversion is supplemented by the calculations:

F=fo= fL = f Nat |
2TIONTTAN T 0N
N.» No»

f=ta fON5+AN fo N, (5.22)

S fa_ Na)
F  fuu Nualy’

where AN; and AN, are the complementary numbers up to the number Ns. They
are read out from the counter of the reference frequency f; after the first and second
interrupt. The ratio of periods 7,; and Ty, can be determined from Equations (5.22).
Besides it is possible to determine the absolute and relative differences of two frequen-
cies or periods; absolute and relative deviations of the value of controlled parameters
from one or several program-specified values.

The circuitry of the first and second methods for frequency ratio conversion is rather
simple. It does not require a lot of hardware and accepts their margin and the program
choice of one of them. The example of such a universal converter for the ratio of two
frequencies constructed with the most complex hardware is shown in Figure 5.10.

The microcontroller expands the possibilities of such converters and realizes the
functions of transmission of the results of conversion of frequency deviation by the
pulse-width or code-impulse signals. It is necessary for realization of digital intelligent
distributed sensor systems, the multichannel converter, etc. The hardware—software
realization of the method for frequency ratios expands the range of measurand frequen-
cies, due to the use of the hardware and virtual counters, realized inside the microcon-
troller. Therefore, the range of measurand frequencies practically is unlimited even at
low frequencies.
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Figure 5.10 Frequency ratio fy;/f:, to code converter

The realization of wide-range frequency converters requires two addition hardware
counter dividers of input frequency, some triggers and digital logical circuits.

For both methods of measurement the time of quantization 7, is non-redundant in
all ranges of measurand frequencies and can be varied in the limits:

T<T—T 1+AN <2T (5.23)
s~ 178 Ns )~ 8 '
The absolute error of the methods is:
_ Aty — Aty

Ay = (5.24)

T



104 5 ADVANCED METHODS OF FREQUENCY-TO-CODE CONVERSION
The relative quantization error:

1
8y =8——7 = Symmn =9, (5.25)

1+ ==
+N¢s

5.7.3 Methods of conversion for frequency deviation

In some cases there is a necessity to convert deviations of frequency from the preset
value into the code without additional hardware and with high software controlled
accuracy or speed. The method of the dependent count allows these possibilities. Such
a conversion assumes some arithmetic operations and is determined by the equation

a-fiEb
—

R = (5.26)
where a, b and c are the certain constants, set in the same format and units of measure-
ments, as the measuring results.

Thus, the following formulas are valid for numerical algorithmic transformations
with the aim to determine the deviation of the measured frequency f, with software-
controlled accuracy or speed from one (as at the limiting control)

Afx=fx—Db (5.27)

or some preset values (as at the admissible control)

Afxl B]
Afvi ¢ = fo— 1 Bi (5.28)
A.f.)C}’l B}’l
and frequency deviations
—-b
Afeg = fx . (5.29)
fxbasic

Let’s specify, that the task of the control for frequency-time parameters of signals
can also be solved: at the limiting control it will be determined if f, <> fypasis» and at
the admissible control, whether there is a controllable frequency inside some specified
area of allowable values.

5.7.4 Universal method of dependent count

The algorithm of the universal method of the dependent count integrates algorithms
of both absolute and relative methods. The distinctive feature of the measurement for
absolute values according to the algorithm of the universal method of the dependent
count is, that it will be executed in two steps. Owing to these, no additional measures
for determination of the greater of two frequencies are necessary.

Thus, all three algorithms of the method include: the procedure of automatic count
number of normalized on duration impulses, for assurance of the inequality T < T min;
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the procedure of period-by-period comparison of the accumulated sums with the spec-
ified number; the procedure of processing of results of measurements. Theoretically,
the count does not bring in an error by the usage of appropriate devices for its imple-
mentation.

The comparison error that is determined by the speed of the used devices and a
number of bits of compared numbers can be also neglected. The calculation error of
the result of measurement under the specified formulas can be neglected as well. The
rounding error is distributed according to the uniform unbiased (equiprobable) distribu-
tion law. Therefore, the error of the frequency-to-code conversion will be determined
only by the quantization error, the reference frequency stability and the trigger error
in case of a harmonic signal and the effect of interference.

The consequent digital signal processing: scaling, determination of the difference
and deviation of measurand values from program-specified, minimax, statistical and
weight signal processing, sensor characteristics linearization, extrapolations, etc. can
be used for the further processing of the result of the measurement.

5.7.5 Example of realization

The simplicity of the method realization using minimum hardware is an important
advantage. The schematic diagram of the frequency-to-code converter based on the
universal method of the dependent count is shown in Figure 5.11.

At the beginning the measuring mode (absolute or relative values) and the required
relative errors §; and § are set. Then the microcontroller calculates the numbers Ny,
Njs and initializes the counters CT1, CT2. The measurements begin after actuation of
the trigger T4 by a start impulse through the logical element OR_1. Then the elements
AND_5, AND_6 are actuated. The formed impulses with the frequencies f,; and f, at
ratio measurement or f,; and fy at frequency measurement (the trigger T3 is switched
off) feed on the inputs of the decrement counters. The signal from the zeroized counter
is fed on the interrupt input of the microcontroller. The microcontroller switches off
the trigger T4 and terminates the impulse count of both frequencies.

If the frequency f,, was greater at the ratio measurement (the trigger T3 is actuated),
the microcontroller downloaded the number N5 = 1/§ only in the counter CT2 at
repeated initialization. Then the trigger T1 is actuated again. The first impulse of the
frequency f;; through the open element AND_1 and the element OR_1 actuates the
trigger T4 again and switches off the trigger T1. The new count cycle of periods and the
decrement of the counters begins: CT1 from the Ny = 2/ (Where i = 16, 32, 64); CT2
from the N;. After zeroizing the last one, the signal from the inverse output CT2 goes
on the microcontroller’s input. The K actuates the trigger T1 again. The consequent
impulse of the frequency f; switches off the triggers T1, T4 and eliminates the count
of impulses of both frequencies. The signal from the inverse output of T4 goes on the
third microcontroller’s input and eliminates the count at the ratio measurement f,/f».

If fy1 is the greater frequency, the microcontroller downloads the number N5 only in
the counter CT1 at initialization. The decrement of the counters is executed in a similar
way from the values Ns and Ny,.x. Thus, the quantization window is formed. It is equal
to the integer number of the periods Ty, = 1/fy,. After the last nulling, the signal from
the inverse output of the trigger T4 goes again on the wK’s input and eliminates the
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Figure 5.11 Schematic diagram of universal method of dependent count

measurement. The wK reads the numbers Ny, and AN, (or N,; and AN,, if fi1 < fx2)
and calculates the result of the measurement according to Equation (5.21).

The average value of frequency is measured similarly. The mode of determination
of the greater frequency is also necessary in this case. Due to this, after completion of
the second step of measurement with accounting the result on the first step, the pK
calculates the result as:

N, Ns + AN .
_ g AN e e 5.30
Sx f0N5+AN % 0N, it v < fo (5.30)
Ns+ AN Ne
x = sTx=T s f X 5.31
fr=fo N N T AN if fa > fo (5.31)

The determination of the greater frequency is possible without necessity of execution
of the first step. It requires some more complicated software.

Let’s note that this scheme is one of the most complex hardware realizations of the
method, except the multichannel synchronous one with the simultaneous conversion
of frequencies in all channels. It can be realized in the silicon, PLD or FPGA. The
most simple is the program-oriented realization [123—124]. The combine implemen-
tation [125] is somewhat more complex. In these cases, the measuring channel will
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be realized completely or partially on the virtual level inside the functional-logical
architecture of the computer power.

5.7.6 Metrological characteristics and capabilities

The accuracy and time of measurement are the main characteristics of various methods
for frequency-to-code conversion. These characteristics are the main quality indexes
at any automatic measurements. However, in the case of frequency measurements
they are more interconnected. The method of the dependent count differs from other
conventional methods in that the indicated correlation is very loosed, because the
quantization window T; is non-redundant and, as it follows from Equation (5.16),
practically does not depend on the measurand frequency. Moreover, the method of
the dependent count has some additional possibilities. It is necessary to give them a
quantitative evaluation.

5.7.7 Absolute quantization error A,

Let’s consider the time diagrams (Figure 5.12) illustrating one cycle of measurements
of unknown frequencies with the periods 71, 7 > 71 and 73 > 5.

NX
A
n 1. Nyt = N, T,
. 2. N v’ = (Ns + AN T ;7 > 1,
3. N”2” = (Ny + AN") T ;1" >,
1 2~ 3
o
® » t

0

No T,=N'\ ' .

A

]
Ns=7% ‘\_LLI1
AN’
il )
P At ~ AN
’ T-Atp 1
(N-1)T
— > \i v
> ¢
0 T-At",
—> 4_

Figure 5.12 Time diagram of conversion cycle
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Each next conversion begins at once after the initialization of the counters by
the microcontroller. The number Né = 1/§ is written into the counter of the greater
frequency F = 1/T. Both logical elements are opened and after arrival of the impulse
of the lower frequency f> = 1/7, the quantization window 7;, will be formed. Impulses
of the frequency f, with the duration ¢t < Ty, and impulses of the frequency F after
the time 0 < Af; < T are calculated in parallel. Therefore the numbers in the counters
begin to decrement from 2!© in the counter of the lower frequency and from N§ = 1/8
in the counter of the greater frequency.

If zeroing happens before the arrival of an impulse of the frequency F, (case
2), the impulse count proceeds and the counter decrement begins again from the
number Ns. Through the time interval (7' — Ar}) after arrival of the last impulse
of the AN’ the impulse of the lower frequency comes. It finishes the creation of the
quantization window and eliminates the impulse count by both counters. The calcula-
tion (Equations (5.18) or (5.19)) begins after reading the numbers Nx’ and AN’ (the
number Nj is stored in wK’s memory). The measurements in the first and the third cases
are executed similarly. Thus, with the absolute quantization error A, = At; — Ap,
that does not exceed the |T| for all three cases (Figure 5.12) the following equations
are true:

1. N.T, = NsTp,
2. N/T. = (Ns + ANYT,, T, > T,
3. N/T = (Ns + AN")To, T > T, (5.32)

Let’s note that the conversion of the unknown frequency f according to the method
of the dependent count can be considered as the determination of the average frequency
of the sequence consisting of the (Ns + AN) impulses with the period T with the
help of the rectangular weighting function of the single-level integrating window of
Dirichlet. The duration of the window is equal to the integer number of periods t. The
Aty and At are independent random components of the quantization error A,, because
of non-synchronization of the Dirichlet window with the first and last impulse of the
sequence with the period 7. These components of errors are distributed according to
the uniform, asymmetric distribution law:

0, if0>An>T,

W(AH) = 1
B=11 " ocan<T.
T
0, if0< A < —-T,
W(AL) = 1 5.33
(A1) T if0>At, > T, ( )

with the expectation value |0.57'| and the variance D = T?/12.

The absolute error A, is equal to the sum of components Aty and At,. It is distributed
according to the symmetrical triangular distribution Simpson law with the following
numerical characteristics:

o the expectation value M(A;) = M(At;) — M(At) =0

e the maximum value Ay pax = £T
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e the mean square error

’ ) T A\ s T
o(Ay) = 2/0 W(A)AZA(A,) = 2/0 T <1 — 7) A2d(Ag) = —=

e the variance D(A,) = o2(A,) = T?/6.

S

5.7.8 Relative quantization error §,

The relative quantization error §, characterizes more completely the accuracy of the
measurement than the absolute one. It is obvious (Figures 5.8, 5.12) that the error
arises because the variable time interval formed during the measurement is equal to the
quantization window T, = N,t = N,/f. The interval T, will be varied at the change
of the frequency f. Therefore, the number N of the periods T (Figure 5.12) will also
vary within the limits of 0—Np,x due to the AN changes. The latter is determined by
the duration of the time interval T and the frequency F:

ANpax =7F =1/T = N5 — 1 (5.34)

The error §, is distributed according to the symmetrical distribution Simpson law.
This error is maximal at the N = Ny, = Ns = 1/5 and minimal at the N = Ny =
N5 + ANpax = 2Ns — 1. It is determined as:

s A ET T S SN D | 1 5.35)
T T, n-t (Ns+AN)-T Ny+AN 1+ﬂ_T5 14 AN '
N N

where Ts = T/§ is the program-specified time of measurement in the mode of the
specified speed in addition to the mode with the specified accuracy §. It is obvious

! 1
ST = damn <0y S By = 3 =
)

where k is the coefficient of the change of the error.

The dependencies of the error 8,(8, f;) illustrating these features and advantages of
the method are shown in Figure 5.13.

Thus, the equation T, = nt = N, T, is true for all the frequencies of the measuring
range D,. Each time, when it is defaulted, the specified number of the impulses N;
is automatically increased on the AN due to the extension of the integrating Dirichlet
window up to assurance of the multiplicity 7;, and = (T, or Tp). Therefore, until N5 >
AN the error §, is constant, does not exceed the specified § and identical at frequencies
fe < fo and f; > fo, symmetrical concerning the middle of Dy, in which f, = fo.
The dependence of the error §, from the frequency begins to be apparent at increase
of the number AN. The §, decreases on the fyound and Fpoung boundaries of the range
Dy and becomes equal to 0.55. The error §, continues to decrease in relation to the
1/2N at further increase of the number AN, if the counter capacity allows.
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f, A/fx2: 2fy4
X

z-9

Figure 5.13 Distribution laws of the relative quantization error §,

Therefore, due to the method of the dependent count it is possible to realize the
self-adopted mode of frequency measurements with the specified relative error § or
the time of measurement 7 in a broad range of frequencies from infralow up to high,
limited by double value of the reference frequency fy. Thus, the possibility of the
extension of the range Dy in the lowest frequencies is determined only by the counter
capacity m:

r ~L<f < f < Fooud = FQN; — 1) ~ 2" F (5.37)
m+1 ~ 2N§ _1 - bound = = I"bound — 8 ~ .

In hardware realization the decrease of the lower boundary fyoung can be reached due to
increase of the used number of counters with the capacity m = 32, 48, 64 bits and are
more, moreover by decrease of the frequency f. For combined and program-oriented
realizations, the extension to low and infralow frequencies practically is not limited.
It is only determined by the maximum acceptable time 7, = T nax (N, = 1). The high
boundary Fypoung is determined only by the greatest possible frequency of count for
timers/counters and frequency dividers. Thus, the width of the frequency range in the
common case is equal to:

F
Dy =log =22 — jog S _ p20m+1) (5.38)
bound fmin

5.7.9 Dynamic range

Let’s determine the dynamic range of the frequency-to-code converter based on the
hardware realization of the method of the dependent count. The decrement counters,
used for its realization, limit the width of the range D;. The high bound Fyoung is
determined by the maximum acceptable frequency f., which can be calculated by
these counters, and the low fyoung by the number of 16-bit counters. Therefore

AN, = 210 (5.39)
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Table 5.1 Dynamic range at A§, = 0.5§

2 foound 2 Fyound Dy

§ 1077 10 107 107* 1077 10°® 107 107* 1077 10° 10> 10~*
fo(Hz)

10° 107! -mmmemeee o YR 10" 10"
) Dj-mmmmeme- 102 102
1) Djemmmmemee 10" 10"
|| Dj-mmememee 101 108
107 100--------- o 10" 10"
10" -ccmeee Dj-mmmmme- 108 10"
102--------- )P 10" 101
103---mme- 2 10" 108
108 | [( . Dj-mnmmeme- 101 10
) ) P 10 10"
) — Dj-mnmmemee 10" 10"
) ) P 102 108

With regard for the above, the decrease of the error §, relative to the specified § does
not exceed the values:

5 : 1, if AN =0,
3‘1 = ——w =05 if AN = ANpax, (5.40)
1+T 05<k<1, if0<AN < ANpax
$

Having accepted for simplification ANy.x &~ tF, Ny = 1, and N ~ 2Nj;, we receive
the formulas for determination fyound> Fhound and Dy:

fbound =05- fO - 8; Fpouna = 0.5 - fO/a; Df = 1/82 (541)

The calculated results according to the Equation (5.41) for that case, when A§, =
0.5 8, are adduced in Table 5.1. The width of the frequency range Dy is shown in
Table 5.2.

The possibilities of the symmetrical extension and shifting of the range D, by the
decrease of the error § and the change of the frequency f, are obvious from these
tables. By the decrease of the error é the range D, symmetrically extends concerning
the middle—the frequency fy, for which:

fx = f() = 0.5 (Foound — fbound)a

8y =08gmax <9 (5.42)
The time 7, is minimum possible:
1
T, =N, - Ty = N5 -To = —— = Tymin (5.43)
8- fo
Table 5.2 The width of the frequency range Dy
3 1072 1073 1074 1073 106 1077 1078 1070

Dy 104 10° 108 10 10" 10 10 108
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In frequency counters based on traditional methods of measurement, the relative
quantization error §, increases according to the hyperbolic law by the decrease of the
measurand frequency f, or the period Ty:

f xNom
8(1 = (Sfrequency f s
X

8, = 5peﬁodM (5.44)
T,
Therefore, their range Dy is much narrower. It is asymmetric concerning the frequency
fo and equals only to one decade. Thus §; = 108fequency and 8; = 108perioa at fr =
0.1 fiNom Tx = 0.1TNom- Unlike the method of the dependent count the quantization
window 7, and the quantization frequency f, remain constant within the limits of one
decade:

T — 1
7 f)rNom(S

fq:f0:

= const,

1

TxNom

= const (5.45)

They are redundant for all measurand frequencies and periods from the range Dy,
except the nominal one. Further increase of the range Dy is possible. However, it
requires additional hardware and special technical solutions.

The method of the dependent count allows to set not only the maximum error
8, that does not depend on the measurand frequency, but also the coefficient k >
0.5 (for example, k = 0.9-0.98 or lower). This coefficient can be used for limitation
from below the error §, (in the boundaries k8 < §, < §) and from above the time 7.
However, the range Dy (k$) is narrowed down. In this case, Equations (5.41) should
be rewritten:

k
fxmin(ks) = 1— ka(S > fboundv
1—k
Srmax (k) = P Jfo < Fvound (5.46)
1-k\*

The ways of the extension of the range Dy (kd) or its shifting remain similar to those
explained above. The § decreasing does not require additional hardware.

5.7.10 Accuracy of frequency-to-code converters based
on MDC

The accuracy of conversion and metrological reliability are the most important perfor-
mances of a smart sensor. The main components of static and dynamic errors of the
method of the dependent count are shown in Figure 5.14.

The static error is stipulated by the trigger error, the reference frequency instability,
the quantization error and the calculating error. The latter is determined by calculation
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Components of error
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Figure 5.14 Components of static and dynamic errors
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8.}" max — _8TriggerErrormax + 8(] max 1 80 max T 8Calculationmax
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2
_ Oy ggerError
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X
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of the result of measurement according to the specified formulas with the use of the
numbers N,, AN and consequent rounding of the result.

The dynamic error is stipulated by the change of the measurand frequency during the
time interval 7, and between the cycles of measurement. The method of the dependent
count organizes the two-channel mode of continuous frequency measurement without
loss of speed and accuracy. In this case, the dynamic error will be determined only by
duration of the quantization window Tj,.

The maximal &7 .« and the mean-square static errors oy are determined as:

(5.48)

(5.49)
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where 8TriggerErrormax and OTriggerError» 8(] max and Og» 6O max and 00, 5Calculation and OCalculation
are the maximal relative and the mean-square trigger error, the quantization error, the
reference frequency error and the calculation error, respectively.

At first, let us consider the components of the static error.

5.7.11 Calculation error
The use of modern wP and K realizes the condition rather easily:

6Calculationmax < amin (5 . 50)

5.7.12 Quantization error (error of method)

1
8qmax: F{S =34,
! ) (5.51)
O, =——=— .
! Nsv/6 /6

It is determined by the program-specified error § and does not depend on the measurand
frequency. It is supposed, that the counters do not bring in the additional component
to this error because of the time and temperature trigger instability.

5.7.13 Reference frequency error

The reference clock quartz generator (with the period 7y and the duration 7 < Tj
(Figure 5.12) is a source of the error §y. Its influence on the result follows from the
definition of the measurand frequency according to the method of the dependent count
(Equations (5.18) and (5.19)). It is stipulated by the long-term and short-term frequency
instability:

fo = foNom(1 + /o) (5.52)

The change of the frequency fj at the constant measurand frequency f, will result in
changing of the number N, and consequently, of the result. In the mode, when f, > 0,
the time interval 7, will be varied. Thereof the result of measurement will be also
changed.

The long-term changes depend on the systematic deviations of the frequency fy
stipulated by the time drift. It is 107°—10~!! for one day, and causes the systematic
component of the error .

The short-term changes depend on the frequency fluctuation. They cause the random
component of the error §y because of short-term temperature and time drifts.

The systematic component of the error §y can be reduced by the correction of
the frequency error up to the random level. In practice it is necessary to take into
account only temperature and time instabilities, that is equal to ~10~7—10"" and is
determined by the quality factor of a quartz resonator. The last one can achieve the
value 50 x 10~° and higher for precision quartz resonators. Due to this the random
variation of the frequency of the reference generator can be not worse than 10~!!,
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Therefore, the error 8y should be considered as a random error with the uniform
distribution law within the boundaries 38 max:

Somax = 1077-107°

00 = 80 max

NE]

The temperature control and temperature compensator for quartz generators reduce the
error Somax and increase considerably the frequency stability.

The use of external generators with more stable reference frequency, connected
with the atomic frequency standard is rather perspective. The caesium and rubidium
frequency standards are widely used in this case. Their instability does not exceed
(2-3) x 10712 and (1-3) x 107! accordingly. For example, the use of the device
OFS2/2 from Gould Advance Corporation guarantees the frequency stability not worse
than 1 x 107! during 1000 seconds. It determines the maximal value of the period
T, = T,, which can be measured with such stability.

As the relative error § can be varied over a wide range, each time, when § > 8ymax
in 3-5 times it is possible to consider the latter very little and not take into account
Equations (5.48) and (5.49).

(5.53)

5.7.14 Trigger error

The input blocks F1 and F2 (Figure 5.11), consist of an attenuator, a controlled
amplifier and a Schmitt trigger. They select the period of the input signal and form
the sequence of rectangular impulses with the period 7, and the duration r < 77 .,
and ensure the triangular unbiased distribution law of the quantization error &,.
Because of incomplete signal processing limited by possibilities of the F1 and F2,
the period 7, differs from the real period 7, of the frequency f, on the value
£ AT, = £d1riggertrror Tx. The quantization window Tq’ = N.T] will differ from the
conventional true value 7, on the value £N_ AT, which can be large. Therefore,
the accuracy of the frequency-to-code converter can be determined by the error
OTriggerErrormax» instead of the errors domax and &, max. Especially it is characteristic for
conversion of low frequencies of the harmonic signal (N, — 1).

The first of two components of the SryiggerEror is the trigger level setting error due to
deviation of the actual trigger level from the set trigger level. The second component
of the error dtyiggerErrormax Occurs when the measurement starts or stops too early or too
late because of noise on the input signal. At rather low noise level the influence on
the selection of the period 7, can be reduced and even eliminated by a choice of the
trigger hysteresis. The smooth narrow-band noise changes the moment of operation of
the input device and can also reduce to greater difference of the duration 7T from the
T,. In all cases, the noise appears both at the beginning and at the end of each period
of the input signal. By the broadband noise, it is difficult to determine the period T, as
the time intervals between adjacent operations of the input device do not characterize
the period T, any longer. Special measures, for example, the usage of input filters with
the cut-off frequency are necessary for the elimination of this influence:

V2 - V2

A 5.54
f Tx ' VNeff ( )
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Thus, fluctuations of the operation level and noise reduce work of the trigger up to or
after the necessary moment. Therefore because of such a false operation of the Schmitt
trigger, the time interval T, = T, = N, ATx" will be quantized by impulses with the
period Ty if f < fo or T, = N, Ty by impulses with the period T, = T\ £ AT,, if
fx > fo instead of the interval T, = N,T,. If special measures are not employed,
there will be an absolute error of measurement of the frequency Af.

The mean-square value of the deviation AT, of the period 7, of a harmonic signal
and the relative error of definition of its conventional true value are determined as
in [95]:

i0.225 - ViNeft .

[v2—Vv?

22.5 - VNerr

5TriggerErr0r == > >
Y. Vm - Vq

where Vyegr 1S the effective noise voltage; V,, is the amplitude of the sinusoidal voltage
of the measurand frequency.

Even the low noise reduces in significant errors OriggerErmor- S0, for example, if
Ve =10V, Vnegr = 0.1 V (1% in relation to the input signal) and the quantization
level V, = 0.3 V, the error will be StyiggerError & £0.225%. As it was determined at a
signal/noise ratio equal to 40 dB the error will be dtriggerError = 0.3%.

With the aim of decreasing the SryigeerError it is necessary to quantize some periods
T,. In this case, the error SryggerError Will be decreased N, times. In the case when
higher frequencies are measured and N, > 1, the error dryjgeertror Can be neglected.

By the measurement of the frequency of impulse sequence, the error tyiggerError Will
decrease. In this case, it depends on the number N,, the period T, the set trigger level,
its drift A and the wavefront steepness S [95]:

TX9

%, (5.55)

100 - A

— 9 (5.56)
NS T

STriggerError ~

The error Sryigeerkrror €an also be neglected by measuring frequency f; of pulses with
steep wavefronts.

Now let us consider the dynamic error and its components. By frequency measure-
ments, this error essentially depends on the dynamic properties of the researched
process and the speed of the method of measurement. The decrease of the dynamic
error is possible by the increase of speed and continuous correction of the measurement
results.

The method of the dependent count has the highest speed at measurement of all
frequencies of the range D, and consequently allows reduction of the dynamic error for
the same frequencies of researched physical values, as well as for traditional methods
of measurement. The main components of the dynamic error are the tracking error and
the approximating error.

The first component depends on the time 7,. The result of the measurement of
duration of the period or several periods of low frequencies composing the time T,
corresponds to their average value on the time interval equal to their duration. The
inevitable availability of such an average and also the change of the researched value
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during the latency time if it is not eliminated, is the reason of the rise of the so-called
average error.

The second component is the approximation error of the continuously varying value
of the lattice function with the appropriate approximation between points of its discrete
values. The approximation error is determined by the digitization interval and a kind of
approximation. In one-channel and multichannel measuring instruments the digitization
interval cannot be lower than the time of the measurement 7.

The decrease of the dynamic error can be reached by minimization of the time 7,
by the choice of the algorithms, the eliminating latency time of the next cycle of
conversion.

The dynamic error should not exceed the static. Under this condition, the acceptable
time 7, at the known frequency of change of the researched value and its maximum
value at the selected T, are determined. This algorithm can also be used at higher
frequencies of the range Dy, if the time of the measurement is large, even in the case
of the method of the dependent count.

5.7.15 Simulation results

The quantization error §, is the function of many variables and is determined by
the given relative error 6 and the frequencies f and F. This function §,(S, F, f)
is piecewise-smooth and has a final number of discontinuities of the first kind. In
this analysis of the family of characteristics we will start from the function §, (8, F) at
f = const. All characteristics of the given family are symmetric concerning the middle
of the range D(§;, F). In this point AN =0 and f = F. Therefore in these points
and their neighbourhoods 8, = 8, max = 8. Change of the ordinate §; for any of these
functions at F' = const reduces in its parallel moving up (down) at increase (decrease)
of the error §;. By this, the range D/, within the limits of which the condition (5.36) is
satisfied varies. If the counter capacity is sufficient, the frequency measurement outside
the range D, with the errors §;, < 0.5 § is possible. Simultaneously the number Nyreax
of discontinuity of the first kind will be varied. By this, their number is increased with
decrease of the error §.

The change of the frequency F at § = const reduces the shift of the characteristic
of the family towards low frequencies, at its decrease, and towards high ones, at its
increase, without the change of the range Dy. However, the maximum measurand
frequency fiax < 2F therefore will be varied.

Now let’s consider the characteristic §, (f, F') at § = const. If the frequency f varies
relatively to the F, the dependence of the error §, from the frequency f becomes
apparent in a various degree from some value. Due to the self-adopting of the method
this dependence is expressed much more poorly than in the traditional methods of
comparison. The number AN is increased from 1 up to ANp.x sSymmetric relatively
to the frequency F = fj boundaries fiouna and Fyouna Of the range D because of the
automatic change of the Dirichlet window. The error §, is decreased from § up to the
minimal value 8, mi, = 0.56. In the common case, on the boundaries Dy:

TR £
Almax = N 1—{Tofx—1, it £ > fo 67
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Let us investigate the required frequency dependence of the error §,, its jumps in the
points Npreak, the boundaries of the discrete steps and their value Ad, in more detail.
For simplification we shall consider only the first half of the D of the range Dy of
the function §,(f, F), in which f = f; < Fy = F and § = const and f = const. Due
to the symmetry, the obtained results will also be true for the second half of the D,
of the range Dy.

The mathematical analysis of the function d,(fx, fo) on continuity has confirmed
the availability of discontinuities of the first kind and has shown, that by the change of
the frequency f, in the last interval (N, — 1)7, ... N, T, in the quantization window
T, the change of the number N is a reason for jumps in the points Npe,. It makes
the following conclusions.

(1) The values of the jumps Ad,;, the number AN; = ¢/ f; and the time intervals 0 <
t' < T, are decreased and tend to zero by the increase of the frequency f,. Therefore
in this greater part of both halves of the range Dy contiguous to its middle, the plot
of the function §,(f:, fo) presents a significant number of slanting sites of hyperbola
of various lengths, divided by the jumps Ad,; in the points Nyrax With co-ordinates:

N; N;

=4 5.58
N5 + AN; Ns+1t - fo (5:58)

8y =

In accordance with the decrease of the number AN; the value of the jumps Ad,;
decreases, and the segments of the hyperbolas &, (f, fo) juxtapose up to full junctions
and coincide with the plot of a hypothetical (ideal) method. The latter represents a
direct line, parallel to the axis of frequencies with the ordinate §. Therefore the error
3, practically does not depend on the frequency f, (Figure 5.15(a). Such a dependence
is saved by the change of the frequency f over the wide range and the error § =
0.0005-0.00005.

(2) By the decrease of the frequency f, the Dirichlet window is extended. The
duration #/, the number AN; and Ad,; between adjacent partial segments of hyperbolas
composing the function &,(fy, fo) is increased. On the low bound fiouna the number
AN = ANpy = Ns — 1, the error §; = 8, min = 0.58, and A§, = 0.56.

The simulation results of the functions §,( fx, fo) for a wide range of low frequencies
are shown in Figure 5.15(b). The segment of the piecewise-smooth function composed
from the partial segments of the hyperbolas at fi = 20 kHz and f, = 1-8 Hz is shown
in the foreground of the figure. The analysis of these functions for other values of f,
has confirmed the dependence of the error §, from the f; in the extreme minority of
the range D, that exists and weakens by the increase of the fj.

Thus, in both cases the error §,; never exceeds the given value §; in the whole
range Dy of measurand frequencies from fyound UP t0 Fpound- Each function from
the set 8, (fx, fo) at §; = const is piecewise-smooth. It consists of the final number
of partial segments of hyperbola divided by jumps of the various value §A,; in the
discontinuities Npgqx Of the kind. Their number considerably increases by the decrease
of the program-specified error §.

Let’s determine the boundaries of discontinuities of the piecewise-smooth function
8,(8, fx) and the value of the jumps Ad, in the points Ny between them. For that
purpose, we shall take the advantage of a known technique and Equation (5.58). By
the increase of the frequency f, and approximation to the point Npgy from the left
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Figure 5.15 Simulation results: (a) the dependence of the quantization error on the frequency
in the whole range of measurand frequencies; (b) the dependence of the quantization error on
frequency in the low frequency range; (c) the dependence of time of measurement on frequency

and error of measurement
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the error 8, goes to the limit:

. N
8q (Npreak — 0) = 1\/11_)1&}1\/{S 5W =94 (5.59)
and the left-side boundary of the function will be formed.

By the decrease of the frequency f, and approximation to the point Ny, from the
right the error §, goes to the limit:
N; Ns N;

84 (N, 0= 1 ) =—- 5.60
q( break ) (N—lll;n—>N N _1 N N5+AN ( )

and the right-side boundary of the function will be formed.
As 84 (Npreak—0) # 84 (Npreak + 0), the function has the discontinuity in the point
Npreak and the finite jump Ad,, determined as:

N; AN
A(Sq :(Sq(Nbreak+O) _aq(Nbreak—O) =— § = —8m

- (5.61)
Ns + AN

The negative sign specifies that the left boundary is always more than the right one and
by the decrease of the frequency f, the error §, decreases and the jump Ad, increases.
By this, the time 7, is increased at the cost of the extension of the Dirichlet window.
As follows from Equations (5.17) and (5.18), the Dirichlet window practically does
not depend on the measurand frequency. It is variable and non-redundant for each of
the frequencies from the range D; and is set up automatically during the measurement.
Therefore, in comparison to all known methods, the method of the dependent count is a
self-adopted method. Due to this, the method has high metrological performances. The
real function d,( fx, fo) coincides in greater part of the range with ideal, hypothetical.
The simulation results of the set of the functions 7,(8, f,) at fo = const are shown in
Figure 5.15. They confirm high dynamic properties of the method, due to which the
dynamic error of the measurement is minimal possible.

5.7.16 Examples

In order to compare the method of the dependent count with the standard counting
methods as well as with other advanced methods for the frequency-to-code conversion
let us determine the coefficient of variation for the quantization error o = 8, max /84 min
for these methods. So, for the method of the dependent count if f, is lower of two
frequencies (f;, = f), and fj is greater of the frequencies (fy = F), i.e. fx < fo, from
the following equations

1 1

8 = ——=
e Nmin NB
Smin = L_ ! (5.62)
e Nmax B N{S"FANmax’ ‘
and taking into account Equation (5.34) we will have
N5 + AN, 1 F
o= et AN 1L (5.63)

N Ns f
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" a1=1+i-@ (5.64)
Ns  fx ’
At f,
e =1 L 5.65
oy = +ﬁ% (5.65)

Let’s determine how many times the quantization error will be varied by the
measuring frequency f, =2 Hz, if fo = 10° Hz and N5 = 10° (6 = 107° x 100% =
0.0001%). From Equation (5.64) we have

1 L1 1.5
“=lt1e 2 T
i.e. the greatest error 8y. = 1/Ns = 107, and the lowest 8, = 0.67 x 1070, As
the greatest quantization error for the method of the dependent count is constant for
any measurand, it is possible to characterize the possible range of variation of this
error in the specified measuring range of frequencies by the coefficient of variation
«. From this example it follows that the error variation is not more than 1.5 times in
the frequency range 2—10° Hz (the time of the measurement is constant for the given
quantization error). By the use of the standard direct counting method or the indirect
method measuring period, the variation of the quantization error will be 500000 (at
the same time of measurement).
Let us consider another example. It is necessary to measure f, = 10* Hz at fy =
10% Hz and N5 = 10*. According to the method of the dependent count the maximum
time of conversion (5.17) is

1
10000 + —
L 1 NP
g max — 106 ~ U. .

In turn, according to the standard counting method, the time of measurements necessary
for the same accuracy is T, max = 0.5 sec. In other words, the time of measurement for
the proposed method is non-redundant in all specified measuring ranges of frequencies.
In the standard counting method, the time of measurement is redundant, except for the
nominal frequency. Moreover, for the method of the dependent count the time of
measurement can be varied during measurements depending on the assigned error.

5.8 Method with Non-Redundant Reference Frequency

Power consumption and dissipation on the elements becomes actual by smart sensor
creation. The dynamic average power of a circuit can be given as

Py = Ceff . VSD : fc]c’ (5-66)

where Vpp is the supply voltage; f. is the clock frequency; Ce is the effective capac-
itance of the circuit [126]. Vpp and C.g are constant for the specific integrated circuit
and technology. For many smart sensors Vpp is reduced up to 2.8—3.5 V. The power
consumption is directly proportional to the system clock. If the clock speed doubles, the
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current doubles. Obviously, power can be saved by operating the device at the lowest
possible clock speed [127]. The reduction of f. is in contradiction to that necessary
to increase the metrological performances for precise measurements. In the majority of
methods for frequency-to-code conversion, the reference frequency f, directly influ-
ences the conversion accuracy: the reduction of f, will increase the quantization error.
In order to eliminate this inconsistency, another self-adapting method of frequency-to-
code conversion with non-redundant reference frequency f; was proposed [114].

The essence of this method consists of the following. The embedded microcon-
troller or the arithmetic unit calculates the value of the necessary reference frequency
according to the given quantization error §;:

k

, 5.67
5, (5.67)

Joi =
where k = 1/ Ty = const (T is the first reference gate period). The reference frequency
Joi» which is received by division/multiplication of the clock frequency f. and the
measurand frequency of a quartz generator is calculated by two counters. The time
of measurement is equal to the integer number of periods of f.. This frequency is
calculated similarly, as for the majority of advanced methods for frequency-to-code
conversion:

_ﬂ . 5.68)
fx—Nz'fOI (

The quantization error does not exceed that given beforehand:

1
5 =
To - foi

Similar to the other advanced methods for frequency-to-code conversion, this method
ensures a constancy of the quantization error in the total specified measuring range of
frequencies—from infralow up to high frequencies. Besides that, the reference frequency
foi is non-redundant and determined by the given quantization error §;. Thus, by the
use of the method with the non-redundant reference frequency in smart sensors it is
possible to receive further benefits. It has a high accuracy of measurement, a constancy
of the quantization error and a reduction of the power dissipation during the conversion
by the use of the lower (on the average by 1-2 order) reference frequency.

Modern achievements in microelectronics easily realize this method with the
minimum possible hardware. The MSP430 microcontroller family for metering
applications from Texas Instruments [128] is the most appropriate for realization
of such a method for frequency-to-code conversion. These microcontrollers have
capabilities that make them suitable for low-power embedded applications. As follows
from this reference, one of the main characteristics of a power-efficient microcontroller
core is the flexible clocking. This performance makes the MSP430 microcontroller
family ideally appropriate.

The system clock frequency fiysem in the MSP430 microcontroller family depends
on two values:

(5.69)

fsystem =N- fcrystal’ (5.70)

where N (3 — 127) is the multiplication factor; foysar is the frequency of the crystal
(normally 32 768 Hz). The normal way to change the system clock frequency is
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Figure 5.16 Connection of frequency-time domain signal to the MSP430

to change the multiplication factor N. The system clock frequency control register
SCFQCTL is loaded with (N — 1) to achieve the new frequency [129].

Figure 5.16 shows the connection of the frequency signal to the MSP430 micro-
controller. It can be connected to any of the eight inputs of Port0 and counted via
the interrupt. If the frequencies to be measured are above 30 kHz then the universal
timer/port or the 8-bit interval timer/counter may also be used for counting. The first
reference time window is formed by the basic timer.

If the information to be converted is represented by pulse distances or pulse widths
then it is also easy to be converted with the MSP430. The left part of Figure 5.16
shows how to do this.

The signal to be converted is connected to one of eight inputs of Port0. Each one
of these 1/Os allows interrupt on the trailing and on the leading edge. With the basic
timer an appropriate timing is selected for the required resolution and the conversion
is made. The universal timer/port may be used for this purpose too: the pulse to be
measured is connected to the pin CIN and the time measured from edge to edge.

Even better resolution is possible with the Timer_A. The input signal is connected
to one of the TA-inputs and the capture register is used for the time measurements.

5.9 Comparison of Methods

For choice of method for frequency-to-code conversion, it is expedient to prefer one
that has high metrological characteristics and simple realization by its universality.
The main performances of all the methods considered above are adduced in Table 5.3.
Here number 1 is the indirect counting method (period measurement); 2 is the standard
direct counting method (frequency measurement); 3 is the ratiometric counting method;
4 is the reciprocal counting method; 5 is the M/T counting method; 6 is the constant
elapsed time (CET) method; 7 is the single-buffered and double-buffered method; 8 is
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Table 5.3 Main performances of methods for frequency-to-code conversion

Method Quantization Conversion Conversion Calculation Quantization
error, 4, time range, Dy of result error variation,
o
fx f()
1. - Tx X x = 75 xmax/ Jx min
- fo & fo fo=p et
2 ! T o> o = s
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Figure 5.17 Width frequency ranges Dy for different methods of frequency-to-code conversion

the DMA transfer method; 9 is the method with the non-redundant reference frequency;
10 is the method of the dependent count.

As it can be seen from the table, the majority of modern advanced counting methods
overcome the demerit inherent to classical conversion methods. Namely, it means the
inconstancy of the quantization error in all specified ranges of converted frequencies.
However, most of them (methods with the constant conversion time as well as with the
slightly varied conversion time) have a redundant conversion time for all frequencies,
except the nominal one. The exceptions are the method of the dependent count and
the classical indirect counting method (period measurement). Only one of methods,
namely the method of the dependent count measures the frequency f, > fy, and only
one method, namely method 9 has the non-redundant reference frequency.
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Conversion ranges for all considered methods are shown in Figure 5.17.

5.10 Advanced Method for Phase-Shift-to-Code
Conversion

The phase shift ¢, between two periodic sequences of pulses with the period 7, can be
converted by the method of coincidence [104]. Time diagrams of the method are shown
in Figure 5.18. In this case the number N; pulses with the period 7j and the number
Nj pulses of the first sequence 7, between coincident pulses of these sequences is
counted. Then

Ny-To=N]| - T, (5.71)

Similarly, the number N, of pulses 7 and the number N of the second sequence
with the period T, shifted on the 7, and taking place between the first moment of
coincidence of the first pair of pulses and the nearest moment of coincidence of the
second pair of the pulse are counted. Then

Ny Ty =N} Ty + 1. (5.72)

From these two equations, we receive the formula for the phase-shift calculation

_<N{‘N2—
o = ¥

N,-N
2”7l ) . 360, (5.73)
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Figure 5.18 Time diagrams of the method of coincidence for phase-shift-to-code conversion
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and for the converted time interval

N/ -N»—N,-N
zxz(‘ 2 ‘)-To. (5.74)
Ni

The analysis of Equations (5.71) and (5.74) shows that ¢, and #, do not depend on
the period T,. Conversion errors will be determined mainly by pulses duration only.
For reduction of these errors, the method of forming of pulse packets of coincidences
can be used. Thus, the absolute error of measurement for 7, can be reduced up to
0.5 x 10712 s and the absolute conversion error for the phase shift ¢, up to 0.05° at
1 MHz.

Summary

Due to advanced methods for frequency-to-code conversion, it is possible to achieve
a constant quantization error for all ranges of converted frequencies.

The method of the dependent count is optimal for microcontroller-based frequency-
to-code converters of a new generation for the measurement of absolute and relative
frequencies in smart sensors. The developed conversion technologies based on the
method of the dependent count open the possibilities of the creation of frequency-to-
code converters of a new generation.

The accuracy of conversion is one of the most important quality factors for smart
sensors that together with reliability characterize their serviceability and high metro-
logical trustiness of obtained results. In traditional methods and frequency-to-code
converters it predetermines such metrics of the economic efficiency as dimensions, the
weight, the power consumption and the cost price. As a rule, cheaper converters have
low accuracy and reliability. The method of the dependent count breaks this link and
ensures higher metrics economic efficiency. Among them are:

e The self-adapting mode of measurement for frequency or a period, absolute and
relative deviations and ratios. Due to this mode the error of conversion is constant
for a wide range of measurand frequencies and the maximal quantization error does
not depend on latter.

e Intellectualization of the measurements.

e Programmability of characteristics and functionalities at high metrological trustiness
of the obtained results.

e The non-redundant conversion time for all frequencies of the measuring range: from
infralow up to high frequencies. Due to this the time of quantization is a variable,
set up individually during the quantization for each of frequencies according to the
program-specified relative error and thereof is minimal possible.

e The possibility to measure various electrical and non-electrical values transformed
beforehand into the frequency with representation of the results into program-
specified units.

e The parallelism at synchronous measurements of frequencies practically without
the degradation of metrological and dynamic characteristics.
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e High efficiency of measurements by super accurate measurement by using an
external frequency standard.

e The possibility of creating virtual measuring instruments and systems.

All these are possible due to the simple circuitry and the use of the computational
power (microcontroller) as part of the measuring channel.

Due to the method of the dependent count precision and multifunctional smart sensor
systems will be more available for customers for the execution of reference measure-
ments at the level of accuracy and stability of the physical constants, as, for example,
in the case of the proposed measuring instrument of the magnetic induction based on
nuclear magnetic resonance [130].

The method of the dependent count (the method with the non-redundant conversion
time) and the method with the non-redundant reference frequency are self-adapting.
The first chooses automatically the required conversion time in order to provide the set
value of the conversion error. The second method chooses automatically the reference
frequency on the set value of the conversion error, thus saving the power consumption
in those conditions of the measurement when a precise conversion is not required.



Data Acquisition and Signal Processing for Smart Sensors
Nikolay Kirianaki, Sergey Yurish, Nestor Shpak, Vadim Deynega
Copyright © 2002 John Wiley & Sons Ltd

ISBNs: 0-470-84317-9 (Hardback); 0-470-84610-0 (Electronic)

6

SIGNAL PROCESSING IN
QUASI-DIGITAL SMART
SENSORS

Digital signal-processing techniques are being used in a wide range of industrial and
consumer products due to their accuracy and repeatability. According to Texas Instru-
ments digital signal processing is defined as ‘The science concerned with representation
of signals by sequences of numbers and the subsequent processing of these number
sequences’ [131]. Processing involves either extracting certain parameters from a signal
or transforming it into a form that is more applicable. The digital implementation of
signal processing has several distinct advantages:

e It is possible to accomplish many tasks inexpensively that would be either difficult
or impossible in the analog domain, for example, Fourier transforms.

e Digital systems are insensitive to environmental changes and component tolerances
and ensure predictability and repeatability.

e Reprogrammability features.

Most signal-processing algorithms for quasi-digital smart sensors involve a multiply,
divide and an add (subtract) operation which can be written in its general form as
Equation (5.26). Before the appearance of embedded microcontrollers and DSP proces-
sors, these operations were realized in the quasi-digital domain with frequency—pulse
signals. Because a smart sensor uses a microcontroller or a DSP microprocessor in its
architecture, it is expedient to perform these operations in the digital domain. However,
sometimes in time-critical applications as well as in automatic control, pulse-frequency
systems mathematical transformations with pulse-frequency signals are still used. We
shall consider some basic transformations peculiar to the frequency-(period)-to-code
conversion as well as to signal processing, used for sensor accuracy improvement
(quantization error reduction) and to increase sensor noise stability.

6.1 Main Operations in Signal Processing

6.1.1 Adding and subtraction

Often in frequency signal processing it is necessary to subtract one frequency from
another or to add two or more frequencies. As the initial information is coming into
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the adder as continuous sequences of pulses with the frequency F;(¢), proportional to
instant values x;(¢), the summation will be reduced to a new sequence of pulses with
the frequency F(¢) formed according to the following equation:

F(t) = k- [Fi(1) + F2(0)], (6.1)

where F|(t) = kx1(t), F>(t) = kx,(t) is the initial information in a pulse-frequency
form; k is the constant coefficient. In its turn, subtraction is reduced to the sequence
of pulses with the frequency F(¢) formed according to the equation:

F(t) =k -[Fi(1) — F2(0)], (6.2)

From the two initial equations for frequency determination according to the method
of the dependent count, the following equations of algorithmic transformations and
determination of the absolute sum of two frequencies are constructed

fo= fatfo=fo( 24 2, (6.3)
N N
the absolute sum of two periods
N, N )
l 2T\ NL TN

Similar equations can be obtained for the determination of an absolute and relative
difference of two frequencies (periods), which will differ only in the minus sign in
equations (6.3) and (6.4). Besides, knowing the quantization time T, it is possible to
determine the rate of a change in time of absolute and relative sums and differences
of periods and frequencies.

Frequency adders and subtraction devices are used as components in complex devices
such as frequency multipliers with a positive and negative feedback [132].

6.1.2 Multiplication and division

In frequency measurements, frequency multipliers play the same role as amplifiers of
electric signals in amplitude measurements: they increase the sensitivity of measuring
devices and extend measuring ranges for smaller values. They are able to improve
frequency-to-code converters simultaneously in several directions. First, at a given
speed they allow reduction of the quantization error. Second, by a given quantization
error it is possible to reduce the time of measurement and, hence, to use the measuring
device to control many slowly varied parameters or to reduce dynamic errors by the
measurement of one quickly varied parameter. Finally, frequency multipliers can be
used for frequency signal unification, allowing the same measuring device to be used
with sensors of different output frequencies. Let us consider this in detail.

Despite the fact that frequency multipliers are well known and have been applied in
radio engineering and metrology (by phase and time measurements) for a long time,
the appearance of frequency-measuring techniques with rather specific requirements to
multipliers has resulted not only in the creation of new multipliers, but also in a new
understanding of the multiplication itself [4].
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The frequency multiplication is a conversion of the input electric oscillation with
the frequency f,; into the output oscillation with the average frequency:

fxout = km : fxi’ (6~5)

where k,, is the multiplication factor, representing an exact integer number (or in some
cases an improper fraction). Thus, the average frequency of a signal is an average
crossing by this signal at a certain level (for example, zero) into one side during a
time unit. This definition differs from that used in radio engineering and reflects the
specificity of frequency-digital devices. Hereby, the multiplication can be reduced to the
frequency scaling. This can be realized with the help of widespread frequency dividers
and multipliers controlled by the code equivalent of the scale factor k,. Among a
similar class of devices, it is necessary to mark down the so-called binary frequency
multipliers as more perspective. A fractional scale multiplier is its main advantage.

The working range of a multiplier, or a band is characterized by the relation of the
maximum frequency to the minimum:

D — fxi max7 (6.6)
f xi min
and also its binary logarithm log, D (the range in octaves) or the decimal logarithm 1gD
(the range in decades). For input frequencies outside the working range of a multiplier,
IgD does not change the multiplication factor.

A preliminary frequency multiplication is an effective means of increasing the
conversion time for low and infralow frequencies. The output frequency of a multiplier
exceeds its input frequency k,, times. Then this multiplied frequency will be converted
into a code. Hereupon, by a given quantization error the quantization time 7, can be
reduced in k,, times, which increases the number of slowly varying parameters that can
be measured with the help of one multichannel data acquisition system. By measuring
one quickly varying parameter the dynamic error by the given quantization error will be
decreased k2, times. Frequency multipliers, using a given quantization time 7, allow
reduction of the quantization error k,, times.

Frequency multipliers unify output signals of frequency sensors and transducers.
This is especially important when a variety of sensors are used in a data acquisition
system. Thus, it is desirable, that the output frequencies of all, or even parts of, sensors
are multiplied by one frequency multiplier. Therefore, the multiplication factor should
be able to change over a wide range without the loss of speed. Frequency multipliers
can also carry out different functional transformations of the input frequency, thus they
may be used for the non-linearity correction of sensor characteristics. At k,, < 1 we
have a frequency divider.

The main aspects of frequency multipliers are the multiplication factor, the speed
and the frequency range. Frequency multipliers used in frequency-to-code converters,
should provide first of all a greater multiplication factor, high speed and a wide working
frequency range. These requirements are inconsistent. Really, the increase of k,, is
accompanied usually by a narrowing of the frequency range, in its turn, the extension
of a frequency range controls the speed reduction.

Alongside these three basic requirements for frequency multipliers, there are addi-
tional requirements. First of all, functional transformations of the input frequency, etc.



132 6 SIGNAL PROCESSING IN QUASI-DIGITAL SENSORS

Frequency multipliers with the pulse form of the input and output signal have
received the greatest distribution [95]. If the form of the input signal differs, addi-
tional forming should be carried out. However, because of noise interferences during
pulse forming, the multiplied period is extracted from the input voltage of the sine
wave form with some error. The value of this error determines the achievable value of
the multiplication factor k,,.

If the sensor signal has a sawtooth form, then counting pulses are formed at some
set levels by the input voltage. The constant slope of the sawtooth voltage and the
constant actuation level make the multiplier unsuitable for work in a wide frequency
range because the pulses’ arrangement in time becomes non-uniform by the frequency
deviation from the nominal value due to changes of the sawtooth voltage amplitude.
Besides, it is possible to lose part of output pulses in a high frequency range.

Using a symmetric triangular form of the input signal, the multiplication is realized
by the repeated full-wave rectification. The dc component is subtracted from the input
signals, then the full-wave rectification is carried out. After that, we will have the
triangular voltage but with double the frequency. The dc component is subtracted again
from this signal and full-wave rectification is realized and so on. Such a multiplier does
not require any reactive elements and theoretically can have any large multiplication
factor in any frequency range by the constant amplitude of the input signal.

If the form of the input signal differs from the symmetric triangular form it is
necessary to form preliminary a signal of multiplied frequencies.

For the sine wave form of the input signal, multiplication with spatial coding with
the help of the non-linear signal transformation (for example the squaring or cube
involution) is most frequently used:

(Vi cos wt)? = %V,ﬁ cos 2wt + %Vrﬁ;

2 _ 13 3y/3 ©.7)
(Vi coswt)™ = 7V, cos3wt + 7V, coswt

The dc component due to the squaring, is eliminated by the appropriate bias. The
ac frequency component after the cube involution is eliminated by the subtraction of
a certain part of the input signal. Multipliers of this type also suppose the cascade
connection of any number of cascades by the not limited frequency range.

Frequency multipliers by the rectangular form of input pulses can be realized most
simply. Original structures of such multipliers are described in [133].

6.1.3 Frequency signal unification

Let us consider an example of the multiplier application for frequency signal unifica-
tion. The large variety of frequency output sensors allows the measurement of various
physical and chemical quantities. Depending on the measurand and sensor type the
output frequency can vary for a wide range: from fractions of Hz up to several MHz.
In multichannel data acquisition systems, with various frequency output sensors, the
wide range of input frequencies complicates the use of unified devices which are
intended, as a rule, for the input unified frequency signal 4-8 kHz or the standard
interface signal 2—-22 kHz.
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In this case, it is expedient to use devices for preliminary unification of the frequency
signal, which play the same role as scaling amplifiers in voltage or current measure-
ments.

The frequency matching device can be constructed on the basis of a digital frequency
multiplier, conventional to modern requirements of high accuracy, speed, reliability and
stability for a wide range of frequencies. Their multiplication factors can be chosen
automatically depending on the ratio between input and unified frequencies.

The circuit of a multirange frequency matching device providing the reduction of a
low-frequency range (4—8 kHz) working with a 58-channel multiplexer of frequency
signals is shown in Figure 6.1 (Patent No. 798 831, 847 505 (USSR)), [96].

The transformation of the low frequency to this range is carried out by multiplication
of a certain factor k,, = 2™, which is set up automatically. For this aim, the period of
the input signal is measured in view of the automatic choice of the optimum measuring
range, and then the received number is used for forming the output frequency.

The device works in the following way. Each pulse of the input frequency starts the
univibrator, developing the short duration pulse. The counter CT1 and the frequency
divider are reset by this pulse to the state ‘0’, and the shift register is set ‘1’. Pulses
of the highest clock frequency fy, come into the counter through the logical circuit
AND-OR. After the limiting number Ny, enters the counter, the output pulse of the
multiplexer writes down the number Np,x/2 into the counter. The same pulse enters
the clock input of the shift register and shifts the ‘1’ in the register into the single
place. The frequency of pulses coming into the counter is decreased two times. The
repeated toggle of the logic circuit results in the writing of the number Np,x/2 in the
counter and in decreasing clock frequency.

Such a process continues up to the next pulse of the input frequency, which starts the
univibrator. The number Np,, written at this moment into the counter and proportional
to the period duration, is rewritten into the third register by the wavefront of the
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Figure 6.1 Frequency matching device
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univibrator’s pulse. The number of the chosen range, fixed in the shift register, is
rewritten into the second register. Then the counter CT1 and the frequency divider are
reset to ‘0’, and the shift register to ‘1’ and the quantization of a new period of the
input frequency begins again.

The number N7, stored in the third register, through switches, is written in the
decrement counter and the trigger T1. Pulses of the clock frequency, coming into the
decrement counter from the generator G, reduce the number written in the counter.
When this number becomes equal to zero, the circuit AND toggles. Its output signal
sets up the trigger T2 to ‘0’. Hereupon, switches are opened and the number N7, is
written in the decrement counter CT2 again. After half a period of the clock frequency
the trigger T2 is toggled to ‘I’.

The subtraction of clock frequency pulses from the number N7, repeats. The
frequency of pulses from the trigger T2 is divided by two with the help of the trigger
T3 in order to provide the off-duty factor of multiplied pulses, equal to two.

The decrement counter CT2 has one bit less than the third register. The whole part
of the number N, /2 is written in it through switches. The trigger T1 is intended for
registration of the least significant digit of the number N7,. The switch for its toggle
to ‘0’ opens the trigger T3 only once per two switchings of other switches. If the least
significant digit of the number N7, is ‘1’, the trigger T1 is toggled into ‘0’, forming
the forbidding signal on (J—K) inputs of the decrement counter. Thus, the first clock
frequency pulse after that will not change the condition of the decrement counter but
will only toggle the trigger T1 to ‘1’. After that, the forbidden potential from (J—K)
inputs of the counter is removed and the pulse subtraction will continue.

Let us determine the output frequency of the matching device. The number, which
is fixed in the third register, equals

Jo
Nry = 2_m - Ty, (68)
where m is the number of the frequency range.
The duration of two neighbouring cycles between switches toggle is determined in

the following way:

N7y
T, = Toent{ 2T } 6.9)
Ny N7y
T, = Toent{ 2T }+TO- <NTX —2ent{ 2T }) (6.10)

where Ty is the period of the clock frequency.
The period of the output frequency T, equals 7; 4+ 7;;;, and the output frequency
considered with Equation (6.7) is

fx_output =2". fx~ (6.11)

It is expedient to estimate the error of a frequency-matching device by the instability
of the period of the reference frequency, when the maximum value does not exceed
one period of the clock frequency. Hence, in order to increase the accuracy, it is
necessary to choose a high value of the clock frequency. If the limiting frequency of



6.1 MAIN OPERATIONS IN SIGNAL PROCESSING 135

the electronic components functioning f.x is accepted as such a frequency, then at
the minimum period 7 yin, the maximum value of the relative error will be equal to

1
Smaxy = ———. (6.12)
e f max * Tx min
The counter CT1 and the third register should have the number of bits determined by
the following equation:

n= logz(fmax - T min)~ (613)

For example, at fi,x = 10 MHz and a unified frequency signal in the 4—8 kHz range,
the maximum relative error for a frequency-matching device does not exceed 0.05%.
The transition time for the output frequency is one period of the input frequency. The
dependence of the multiplication factor on the input frequency is shown in Table 6.1.

The use of the trigger T1 and the decrement counter CT2 allows for the minimum
possible error, thus providing the duty-off factor of output pulses equal to two.

The number of the range m of frequencies f, in the described device is in the second
register, and such information is absent from the output frequency signal.

In some cases, the number of the range m can be transferred by the duty-off factor
or pulse duration. For this aim, it is necessary to rebuild the unit for forming output
pulses. Other parts of a frequency-matching device remain the same.

6.1.4 Derivation and integration

Differentiation and integration are frequently used in an automatic control system.
Differentiation is one of the most difficult operations. In general, it can be presented
in the following way:
dF; (1)
dr

F(t)=a (6.14)

where F(t) = kx(t) is the input pulse frequency signal; dF (¢)/dt is the first derivation
from F(t).

Table 6.1 Dependence of multiplication factor on input frequency

Input frequency, Output frequency, Frequency Code (the number of
Hz Hz multiplication ratio frequency range m)
<3.9 0 — —
3.9-7.81 4-8 1024 111
7.81-15.62 4-8 512 110
15.62-31.25 4-8 256 101
31.25-62.5 4-8 128 100
62.5-125 4-8 64 011
125-250 4-8 32 010
250-500 4-8 16 001
500-1000 4-8 8 000

>1000

\Y
)

8 —
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In an ideal case, the equation for a derivative of some function of time can be written
as the following ratio:

Fit + A — F(t) _ dF (@)
At Todr

F(#)igear = lim (6.15)
At—0

However, with continuous information, represented in the pulse-frequency form,
tending At to zero, strictly speaking, loses a physical sense, from the moment when
At becomes equal to 1/F;(¢). Hence, in this case it is possible to speak about tending
At not to zero, but to some fixed small value At, much smaller in comparison with
the period 7. Instead of the infinitely small quantity dF;(¢), it is possible to use the
small, but final increment A Fj(t), i.e. in this case, the following ratio will be valid:

Fi(t+ At) — F(1) _ AF(t) ~ ka’Fl(t)

F(t) =
@ AT AT dt

(6.16)

Thus, for the pulse frequency signal it is possible to speak only about approximate
differentiation of time functions. Thus, the accuracy of differentiation will be higher,
if the following inequality is more strictly carried out:

<At L T,. (6.17)
Fi (1) min !

Many measuring tasks, connected with the determination of fluid or gas flows, for
example, can be reduced to the integration of some continuous signal. The integra-
tion for a pulse frequency signal is reduced to pulse counting with the help of usual
or bidirectional counters. The realization of the so-called virtual counters inside a
functional-logic architecture of a microcontroller enables such counters to have a large
capacity, i.e. the feasible time of integration will be limited in this case only by the
internal memory size of a microcontroller. The number of pulses, integrated by the
counter, can be expressed by the following dependence:

N(t) = / F(t)dt. (6.18)
0

6.2 Weight Functions, Reducing Quantization Error

Averaging windows allow the error reduction of the average value determination of
some signal on its realization, which is limited in time. Averaging windows are weight
functions of the finite (duration) impulse response (FIR) low frequency filter with the
bandwidth, tending to zero.

The task, which is solved by frequency-to-code converters, can be considered as
the dc component determination for some signal containing undesirable pulsations.
The counter included in such a converter, counts the number of input pulses during the
time 7; (gate time). If the frequency of input pulses is equal to f,, the number M equal
to the product f, T;, rounded up to the nearest integer value, will be accumulated in the
counter. The frequency measurement is shown in Figure 6.2(a). It can be considered as
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Figure 6.2 Quantization error determination for frequency-to-code converter with IT-shaped
(a) and graded-triangular (b) weight function

the dc component (average value) determination for pulse sequences with the help of
the IT-shaped weight function, or with the help of averaging Dirichlet windows [134].

Let’s consider, that pulses, entering the frequency-to-code converter’s counter, have
much smaller duration than the period, i.e. can be approximately considered as §-pulses:

o) = > 8(t—n-Ty), (6.19)

n=—0oo

where T, = 1/f, is the period of §-pulses. These pulses enter the counter during a
time limited by the moments #y and 7y + 7;. Then the result of the measurement can
be found according to the following formula

to+T;
y= / . (1)dt. (6.20)

4]

Let’s present a sequence of §-pulses (Equation 6.19) as the inverse Fourier trans-
form:

o) = o Y = 42 fi ) cos Qukfir). 6.21)

n=—oo k=1

Substituting Equation (6.21) for (6.20), after simple transformation:

to+T; 0
v f fo 3 el

fo k=—00

= Jx4 E 1 i jlk x1i)C Jlk X 1 d
f ll +_ : — 'Sln( f ll) oS Z f <O+_> .
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From the received ratio, the measurement result contains the desirable information
fxT; and the error caused by harmonics with frequencies kf, in the input
signal (Equation 6.21). This error of frequency-to-code converters is known as a
quantization error. In reality, during the pulse count the integer number can be received,
so the product f,7; is rounded to the nearest smaller or greater integer number. In the
example in Figure 6.2(a), the product f,T; is equal to 16.7. According to this, 16 pulses
(the absolute quantization error is —0.7) or 17 pulses (the quantization error is +0.3)
will enter the counter. Solid and dashed lines showing the IT-shaped weight function
in Figure 6.2(a) correspond to these two cases accordingly.

The quantization error is caused by presence of the time interval oy and «; in
Figure 6.2(a) between the wavefront of the [T-shaped weight function and the nearest
next pulse of the sequence ¢, (f) and between the wavetail of the weight function and
the nearest next pulse. We shall consider how the quantization error is connected to
the values oy and «;. The frequency-to-code conversion in this case can be presented
as the determination of a number of periods 7,, during the time 7;. The number M in
the counter is the number of pulses with delimiting periods 7, in the time interval 7;.
It is one more than the integer number of periods 7, in the interval 7;. It is obvious,
that this time interval equals

Ii=T.-(M—1) +oay+ (Ty —ap). (6.23)

As only the value 7T, M is taken into account, the absolute quantization error will be
equal to
d =y — . (6.24)

Generally, oy and «; represent the independent random variables distributed
according to the uniform distribution law with mean equal to 7,/2 and dispersion
equal to sz /12. The mean of the quantization error § = o9 — ¢} is equal to zero,
and the dispersion 8% = o + a7 is equal to T72/6. The relative mean-root square
quantization error for frequency-to-code converters with the [T-shaped weight function
can be determined according to the following equation:

. 8 1 6.25)
yn = = . .
M-T. 6 f.T,

The averaging Dirichlet window (the IT-shaped weight function) is not the best
averaging window. In this case, we are dealing with the signal containing a certain set
of higher harmonics. Here, the criterion for windows estimation (the greatest amplitude
of the amplitude—frequency characteristic lobe) is impossible to use when the window
is intended for the reduction of the mean-root square quantization error of frequency-
to-code converters.

Weight factors of the optimum graded window reducing the relative mean-root square
quantization error, are determined by the ratio:

a4y =m+1)- (N —n). (6.26)

In particular, at N =8 we have ap = a7 =8; ay =as=14; ap = a; =18; a3 =
aq = 20 (Figure 6.3(a)).
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Figure 6.3 Weight functions reducing the quantization error: optimal (a), triangular with
even (b) and odd (c) step number, trapezoidal (d)

The absolute quantization error in the case the graded weight function can be calcu-
lated according to the equation (Figure 6.2(b)):

8 = (ap —apap + (a1 —a)ay + -+ (ay_1 — ay)ay_i
(6.27)
= apao + ai(ar —ap) +an-1(an—1 —an-2) — anan-1
The mean-root square error will be equal to:
T N-1
§g = —— a2+ (a, —an_1)?>+d>_,. (6.28)
q m 0 ; 1 N—-1

The number of pulses, which have been counted by the counter of the converter,
can be calculated according to:

M = N > a, (6.29)

Thus, the relative mean-root square quantization error will be equal to:

N-1
N - a(% + Z(an - an—l)z + 6112\/_1

n=1

(=21
)

= = 6.30
Mo, (6.30)

N-1
\/ﬁ : fle Zan

n=0
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The ratio of the error y, to the error pp, received in the case of the I1-shaped weight
function is represented as:

N-—1
N |ad+ > (an—an1)* + a5,

v=Y_ =1 6.31)

N-1
Y,
n=0

For the optimum weight function described by Equation (6.26), it is possible to
obtain the following:

- N 1

yopt_\/(N-{-])'(N—{-Z).fx-Ti (6.32)
6-N

Vopt = \/(N-i— D N1 (6.33)

As can be seen, the optimum weight function reduces the relative mean-root square
quantization error and this reduction increases with the growth of N of the weight
function.

The graded-triangular weight function (Figure 6.3(b) and (c)), is close to optimum.
For this weight function by the even number N

4y =N+1—|N—1-2n|, (6.34)

and by the odd N
a, =N —|N —1-—2n|. (6.35)

By the use of these weight functions in frequency-to-code converters the ratio of the
mean-root square quantization error to the mean-root square error of a converter with
the IT-shaped weight function will be equal (by the odd and even number of steps N

accordingly):
| 8-N?
V = 6.36
Aodd N1 13 (6.36)

2J2-N -3
Vaeven = T (637)

The trapezoidal weight function provides slightly better results than the triangular
weight function. It represents the triangular weight function calculated according to
Equations (6.34) or (6.35), but with a cut-off point (Figure 6.3(d)). The analysis shows
that the best result is reached when the ratio of the base of trapezoid to the top is
approximately equal to three (N /Ny =~ 3).
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According to Equation (6.33) at N >> 1 and by transition from the IT-shaped to the
optimum weight function the relative mean-root square quantization error is reduced

Vopt times:
[ 6
Vopt & ¥ (6.38)

v =t (6.39)

The same ratio

for triangular weight functions can be calculated on the basis of Equations (6.36)
and (6.37):

Va A — (6.40)

For the trapezoidal weight function at N/Ny ~ 3 and N > 1 it is possible to calcu-
late the ratio:

6.75
Vtrapezium R N_- (641)

Thus, in all considered cases, the more steps N that the weight function contains the
less the quantization error will be. Thus, triangular and trapezoidal weight functions
give the quantization error, only in 4/8/6 ~ 1.15 and in 4/6.75/6 ~ 1.06 times more,
than the optimal weight function. Taking into account that triangular and trapezoidal
weight functions can be realized (by hardware or software) a slightly easier than the
optimum weight function, we can arrive at the conclusion that these weight functions
are expedient for quantization error reduction in frequency-to-code converters.

In the classical direct counting method for frequency-to-code conversion, the conver-
sion time 7; is casually located in relation to pulses, with frequency f, measured
(Figure 6.2(a)). However, sometimes the wavefront of the time interval 7; is synchro-
nized with one of the specified pulses. In this case, there is no need to reproduce the
weight function as a whole. It is enough to reproduce only the second half of the
triangular, trapezoidal or optimum weight function.

In this section, we have considered weight functions which reduce the quantiza-
tion error in frequency-to-code converters. The weight method of averaging frequency
(period) conversion results is also useful, when the transformation is carried out in the
low and infralow frequency range and under the influence of industrial noises.

The quantization error reduction can be reached also by using weight functions in
period, phase shift converters as well as in integrating analog-to-digital converters
with a pulse-frequency or time-pulse intermediate conversion. Therefore, using the
weight function in the phase-shift-to-code converter, the limiting absolute error for
Dirichlet window averaging is 3.6°, and for the triangular weight function —0.1°, for a
frequency of 50.5 Hz and conversion time 1 s. Modern DSP microprocessors allow the
use of more complex weight functions, for example, synthesized with trigonometrical
components.
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Summary

Signal processing from the quasi-digital smart sensor point of view can be performed
in a frequency-time domain using pulse-frequency signals as well as in a digital domain
after frequency (period)-to-code conversion.

The use of optimum weight functions (for example, triangular) as advanced signal
processing increases the accuracy of smart sensors (by reducing the quantization error)
and increases the noise stability.
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7

DIGITAL OUTPUT SMART
SENSORS WITH
SOFTWARE-CONTROLLED
PERFORMANCES AND
FUNCTIONAL CAPABILITIES

Digital systems are being ever-increasingly used for measurement and control appli-
cations. However, all the variables in the ‘real world® which sensors are used to
measure (such as temperature, pressure, flow or light intensity) are analog in their
physical nature: an element is therefore always needed to link the analog environ-
ment to the digital system. This usually also means that signals from sensors must be
appropriately modified, so as to be made suitable for conversion into a digital data
format.

The interface from the analog domain to the digital domain can be a mystifying
design problem. The hardware design and the software must operate together to produce
a complete, usable design. It is especially true for the smart sensor design. Here the
hardware and the software are needed to implement the bridge between the system
analog signals and the digital signals.

The use of frequency-to-code converters based on the so-called program-oriented
conversion methods (PCM) in combination with frequency output sensors and
transducers of electric and non-electric quantities by the creation of smart sensors
with embedded microcontrollers was considered earlier (Figures 1.2, 3.7), and seems
to promise a lot. In this case, the conversion error is determined by the sensor’s
accuracy. The hardware or the chip area can be reduced to the minimum possible (the
microcontroller core and peripherals).

Not all conventional conversion algorithms are suitable for use in program-oriented
conversion methods. Sometimes it is necessary to modify the algorithm or to create in
essence a new one taking into account the corresponding microcontroller’s capabilities.
The basic feature of program-oriented conversion methods is that the programmable
computing power is directly included into a converter as part of a measuring circuit and
takes part in conversion, i.e. some transformations in measuring procedures executed
in a digital form are included. The transformation of the frequency-to-code converter’s
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structure from the hardware realization to the software essentially changes conversion
methods and functional possibilities of such devices. Such program-oriented conversion
methods for frequency-time domain parameters were proposed in 1988 for the first
time and published in 1989-95 with the aim to minimize the hardware (the chip area)
and create small-sized, highly reliable smart sensors and sensor microsystems which
have minimum power consumption, high metrological performances and self-adapting
capabilities.

A definition of the program-oriented conversion method was given in [135]: A PCM
is the processor algorithm of measurement, incarnated in the functional-logic structure
of a computer or a microcontroller through the software.

For program realization of conversion methods all elementary measuring proce-
dures of the processor algorithm are carried out by the program and the measuring
circuit is realized at a virtual level inside the functional-logic architecture of the
reprogrammable computing capacity. Due to the dualism of realization of elemen-
tary operations of the measuring procedure inherent in the architecture of modern
microcontrollers, the realization of a whole class of PCMs, which are based only on
one conversion method, for example, the ratiometric counting method, is possible.
Thus, such a method of measurement represents the basis for all possible PCMs. In
fact, the PCM is a program model of hardware realization of a measuring circuit and
can be unequivocally set up by the concrete basis and the processor algorithm of its
realization.

Depending on the program realization there are two types of program model
construction: compilating and interpreting. PCMs are procedures with complex
functional-logic structures containing critical time-dependent pieces of programs so
that their algorithms, according to the specified classification are constructed according
to the compilating way of the program realization by which for every PCM the specific
program is realized.

The variety of PCMs demands further development of their classification, taking
into account detailed attributes for the ordering of existing and the development of
new PCMs, for example, as in the work [99] concerning methods of measurement
used in frequency-to-code converters based on a hardwired logic.

It is possible to characterize a PCM by certain generalizing attributes, which are
peculiar to each PCM based on any basis and method of measurement. According to
the program realization of frequency and time references, PCMs can be subdivided
into methods:

e with program delays formed
e with time intervals formed by means of built-in timer/counters (T/C).

Depending on the realization of the events counting algorithm, PCMs can be subdivided
into methods:

e with counting on polling (synchronous or asynchronous)
e with counting on interruptions (single-level or multilevel)

e with counting with the help of the timer/counters.



7.1 PROGRAM-ORIENTED CONVERSION METHODS 145

7.1 Program-Oriented Conversion Methods Based on
Ratiometric Counting Technique

Let’s consider the realization of the program-oriented method for the frequency-to-code
conversion based on the ratiometric counting technique. Algorithms of measurements,
based on this method, demand a high multisequencing degree of elementary measuring
procedures of processor algorithms. For a long time this was a constraint on such PCMs
on the basis of traditional microprocessor systems. However, modern microcontrollers
have well-developed functional-logic architectures and instruction sets focused on an
effective realization of input/output procedures, providing, thus, a multiway PCM real-
ization based on the ratiometric counting method. High efficiency of PCMs by design
should be provided by careful analysis of processor algorithms’ structures, the use of
resources of microcontrollers’ architectures and correct determination of the software
part, which requires the optimization.

In the design, the PCM can be represented as a set of software components of a
high-level hierarchy. The latter, in its turn, consists of elementary low-level software
components. It is an elementary procedure realized at the virtual level. So, for PCM
realization based on the ratiometric counting method a concurrent execution of four
elementary procedures is necessary: the first gate time 7y, forming; the second gate
time Ty, forming, the wavefront and the wavetail of which are strictly synchronized
with pulses of the input frequency f;; the counting of reference fy and measurand f,
frequencies (Figure 5.2).

The decomposition of the PCM into elementary measuring procedures and variants
of its possible software realizations are shown in Table 7.1.

In order to generate the set of possible PCM realizations, it is expedient to analyse
all possible realizations of these operations, given by the functional-logic opportunities
of microcontrollers.

The first gate time 7j; can be formed by a built-in timer/counter or by a software time
delay constructed with the help of nested iterations and the combination of precisely
trimmed delays of smaller duration.

Ranges of possible delays by the timer/counter for microcontrollers of MCS (Intel)
and MSP430 (Texas Instruments) families are adduced in Table 7.2. Here fy is the
frequency of the crystal oscillator; n is the number of bits of the timer/counter. Delays
of greater duration can be realized by construction of cycles with timer/counter reloads.

Table 7.1 Variants of possible software realizations for measuring procedures

Elementary procedures Variants of realization
Tm| | | | | | | | f: By delay By T/C By interrupt By pooling
] L] [ ] —_— J—
ALEN I I O I R
‘ —_— [ ] [ ] [ ]
Too |
N, : g o o ¢ ¢
o L, _ . . .
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Table 7.2 Ranges for possible delays for timers/counters

Type of nK Minimum time delay Maximum time delay
MCS-51 12/ fosc 12/ fose x 2"
MCS-251 4/ fose 4/ fose X 2"
MCS-96/196 4/ fose 4/ fose x 2"
MSP430CXX (at MCLK = 1.048 MHz) 1.5x107% s 2s

By using a timer/counter for the forming of time intervals, there is an error Aty caused
by the time of instruction execution necessary for the control transfer to the interrupt
vector of the internal interruption and the ‘stop’ instruction for a timer/counter. It is a
systematic error and can be corrected.

From time delays forming, the minimum possible duration is determined by the
minimum microcontroller’s instruction execution time. As a rule, it is the NOP (no
operation) instruction. Its execution time is equal as a rule to one machine cycle. The
inefficient use of microcontroller’s resources is the main disadvantage of programming
time delay forming. The forming of second gate time Ty, is often carried out by means
of the logic analysis of events. The counting of pulses f, and f; can be realized by one
of three possible ways: by software asynchronous polling; by interruptions and with
the help of T/C. Each of these ways brings the restrictions connected with additional
errors of measurement, which must be taken into account by the metrological analysis
of the developed PCM, and, whenever it is possible, must be corrected.

The realization of a PCM with counting of events with the help of program
asynchronous polling becomes simpler due to the microcontroller’s conditional jump
instruction according to the presence of a high logic level ‘1’ in the microcontroller’s
inputs. However, in order to prevent pulse losses of the input frequency f, as well as
a false reading, the maximum converted frequency and the pulse t, duration should
be chosen from the following system of inequalities:

Timax =10 Teycle (7.1)
, .
Thump = Tx < 1 Teycle

where Ty max is the period of the converted frequency; Ty is the duration of the
machine cycle; n is the number of machine cycles necessary for realization of the
polling program; Tymp is the execution time for the conditional jump instruction
according to the presence of a high logic level ‘1’ in the microcontroller’s inputs.
The maximum converted frequency for a PCM with counting of events by interrup-
tions is limited by the ratio
Tx max = TINT’ (72)

where Tint is the execution time of the interrupt subroutine. Thus, it is necessary to
provide the presence of an active level of a signal of the external interruption during
the time:

TINT = Iele - 1, (73)

where 7 is the number determined for each type of microcontroller.
The maximum converted frequency for a PCM with the counting of events by means
of built-in timer/counters is limited only by electronic components, i.e. by the maximum
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frequency, which can be counted by the timers/counters. The minimum duration of a
signal on the timer/counter inputs is regulated by specifications on the microcontroller.
Such a PCM allows frequency-to-code converters with the greatest possible converted
frequency f, and the minimum quantization error. Maximum possible frequencies on
timer/counter’s inputs for various microcontroller families are adduced in Table 7.3.
The minimum converted frequency fymin iS practically unlimited and determined
by the maximum virtual counter capacity, which is determined in its turn, by the
capacity of all free general-purpose registers and all accessible sizes of the internal

microcontroller’s RAM: 1

Srmin = ————, (7.4)
e NZmax' Tclc

where Njmax = 2X = const; k is the capacity of the virtual counter, realized in general-
purpose registers and/or in the RAM for the reference frequency pulse f; calculation.
The graph of the function f in(fo, N2) is shown in Figure 7.1.

The use of microcontrollers with an architecture containing two or more built-
in timer/counters, for example, microcontrollers 8X52, 8XC5X, 8XL5X, 8XC51FX,
8XL51FX and 8XC51GB (Intel) expands the high range of converted frequencies for
all specified advantages of the PCM.

If a third timer/counter is used for forming the reference time interval Ty, converter
speed will be increased. Thus, quasi-pipeline data processing can be realized. One
more advantage of the microcontroller architecture with three timer/counters is an

Table 7.3 Maximum possible frequency on timer/counters inputs
for various microcontroller families

Type of pK Maximum frequency on T/C input
MCS-51 Fose/24
MCS-251 Sosc/8
MCS-96/196 Sosc/4
MSP430C33x (for MCLK) 3.8 MHz
‘ 70000
e e e R SO - 60000
7777777777777 - 50000
----- - 40000
N2
- 30000
- 20000
10000
0

106555

Figure 7.1 Graph of function f; min(fo, N2)
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opportunity to use the third timer/counter in the software-controlled frequency output
Clock-Out mode. In this mode, the meander with the programmed frequency of pulses
is generated on the T2 (P1.0) output. This mode is useful for forming the reference
frequency fj pulses. In this case, it is not necessary to use the preliminary frequency
divider in the converter. The output frequency on the T2 depends on the frequency of
the crystal oscillator and the number reloaded into the timer from registers RCAP2H,
RCAP2L and can be calculated according to the formula:

Fosc
o 7.5
clock-out 4. (65536 — RCAPQ,H,RCAPZL) ( )

The increase of the reference frequency fy up to F./4 is possible due to the PCM
realization based on microcontrollers containing a programmable counter array (PCA).
It is a good internal device for measurement of the period, the pulse duration, phases
differences, etc., in five channels at the same time. Thus, there is a possibility to create
converters with increased accuracy due to quantization error reduction.

It is necessary to take into account that not only methodical errors caused by
processing algorithm properties, but also the computing capacity built-in to the
measuring circuit as well as programming style influence the conversion result. Hence,
in order to reduce systematic and random errors of the measurement, it is expedient to
build the PCM algorithm in a rational way from the metrological efficiency point of
view, i.e. software optimization with the help of the morphological analysis according
to the chosen criteria— the minimum of these components.

According to the metrological analysis, the conversion error includes components
caused by software properties that have been written in a low-level computer language
(assembler). This error can be minimized by using an optimal PCM.

The optimal operator is determined by the equation

A*

opt

= argmin rp(Axxy, Axg) (7.6)
AE{A}acccpl

where ry(Arxy, Ax;) is the non-identity error, caused by the difference between the
measuring algorithm and the actually realized algorithm by the software; {A}ccept 1S
the allowable set of operators limited by requirements, from which the Azpt is chosen.
One of the sine qua non to the class {A}yy of allowable operators is that the number
of possible realizations is finite. In the case of the discrete optimal choice of the PCM,
the set {A}yccept is set up as a final set of known operators with known parameters:

{A}accept = {A; (C,*)}a i = L_kv (7.7
It is necessary to choose the best variant from them

= argmin 7 (Agxy, A;i(c})) (7.8)
ie{l.k}

3k
Lopt

where Af(c}) is the required operator.
Such a task arises by the microcontroller choice as well as at the synthesis of the
optimum PCM from the finite number of possible elementary measuring procedures of

the processor algorithm.
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At the final design stage the value of the algorithmic error with its maximum permis-
sible value A, is compared according to the following rule

<A =1 } (7.9)

=AM =0

The inequality , > A, indicates:

1. For Equation (7.6) — within the frame of given restrictions the requirement
ry < A, is not valid, inasmuch as the value r, is characterized by the limited
(potential) quality of the PCM. Assuming that

lim r® =r, (7.10)
VI—o0
where r; is the theoretical error, we conclude that it is necessary to increase the
value T, i.e. the reconsideration of given data.

2. For Equation case (7.8) —it is necessary to chose another microcontroller or to
create the PCM based on another basis (Equation 7.6), for example, based on the
method of the dependent count.

Recommendations on the basis of the morphological analysis for designing the
minimum PCM hardware for frequency-to-code converters on the basis of a microcon-
troller, are based on the main metrological features such as:

e The open character of frequency-to-code converter functionalities.

e An opportunity to exchange accuracy to speed and conversely (self-adapting capa-
bilities) or extension of a measuring range up to high frequencies.

e Practically unlimited range of low and infralow converted frequencies.
e A high degree of multisequencing operations of the conversion algorithm.

e The essential complication of smart processor algorithms (adaptation, correction,
calibration, self-diagnostics; statistical processing etc.).

e The growth of the relative density and complication of the structure of the method-
ical and, first of all, algorithmic component of the error of measurements.

Due to the functional-logical capabilities of modern microcontrollers and dualism of
realizations for the main operations of the conversion algorithm, the 1018 realizations
of software components at a high level are possible on average. From set theory,
the program-oriented method of conversion can be represented as the union of p
disjoint sets N of software realizations of elementary operations of the i-th conversion
algorithm:

S =85U8US;...US5,(SiNS$HNS3...8, #0), (7.11)

where S1, 52, S3, ..., Sp includes ny, ny, n3, ..., n, elements accordingly. The deter-
mination of a general number of possible conversion methods (the first design stage)
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for the particular basis and a microcontroller is the combinatory task. For a genera-
tion of PCM variants with the help of a choice of necessary combinations from sets
S1, 8,83, ...,Sp, it is necessary to combine each choice of elements from the set S,
with each choice of elements from S5, S3, ..., S,. Similarly, each choice of elements
from S5, S3, ..., S, should be combined with a choice of elements from S, S3, ..., S,
from S, 8,...,S, and S1, 5, 83, ..., S,—1 accordingly. Therefore the number of
elements of the set R* (i.e., the tuple from k elements of the set S*), from which

ki € S1,ky € 85, k3 € S3,...,kp S Sp is equal to:

p
vi=vy=J]ck —g=ciy oo ol —q. (112

i=1

where ¢ is the number of incompatible realizations of the PCM, i.e. operations that
cannot be executed within the frame of a certain microcontroller’s architecture simulta-
neously. So for example, the pulse counting of f and f, can be realized with the help
of the timer/counters, however, in the frame of a one-timer/counter microcontroller’s
architecture it is impossible to carry out these two operations simultaneously.

For PCM realization on the basis of the ratiometric counting technique it is necessary,
as described earlier, to realize three elementary procedures: to form the first gate time
Ty and count pulses of the unknown f, and reference f; frequencies. Then, the general
number of alternative, possible in principle, variants of the PCM in view of incompat-
ible operations for the one-timer microcontroller’s architecture (one timer/counter and
one input of external interruptions), is determined as:

Vh={V}=C;-C;-C3—8= 10 (7.13)
For microcontrollers of the base configuration with two timer/counters:
Vi={V}=C;-C;-Cy—1=17, (7.14)
and for microcontrollers of the extended configuration with three timer/counters:
Vi={V}}=C;-C}-Cy= 18 (7.15)

The algorithmic structure of the PCM in many respects depends on the used basis
(conversion method) and the microcontroller type. The choice of the optimum PCM,
from the metrological criterion of the efficiency point of view, among all varieties of
allowable realizations, is not a trivial task. The successful choice of the required PCM
in many respects is determined by designer experience. The choice of the optimum
discrete PCM is carried out with the help of the design methodology for reusable
software components of smart sensors [136], which will be described in the following
section.

7.2 Design Methodology for Program-Oriented
Conversion Methods

The discrete choice of optimum alternative variants of the PCM in the finite set of
allowable realizations represents a characteristic task of vector synthesis (optimization).
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By a discrete choice, the set of strongly admissible systems forms the given discrete
finite set M, of points in the n-dimensional Euclidean space R™ of the characteristic.
The task of synthesis consists in the choice of such a point a* € M,, from this set,
which has the best value of the vector of characteristic

K =<ki, ..., ky >— Kmninmax) (7.16)

that is, the best in the sense of the chosen criterion of preference, and satisfying all sets
D = {C, Oy, QV, Oy} of initial data, where C = {C}, ..., C,} is the set of conditions;
Os; ={Oy1, ..., Oy} is the set of restrictions on the structure and parameters of the
designed frequency-to-code converter (the hard constraint on the used microcontroller
type and the conversion method); QV =< ki, ..., k, > is the structure of the vector
of characteristic of the PCM; Oy = Oy, ..., Oy, is the set of restrictions, imposed on
parameters of a quality [137].

From all strictly allowable PCMs, we shall choose the optimum PCM that has the
best value of the vector of characteristic K. Hence, one of the major procedures of
vector synthesis is the choice of the optimization criterion K.

For further description of the design methodology of optimum PCMs, it is necessary
to take advantage of following definitions [137]:

Definition 1. The system S satisfying the set {C, O;} of the initial data is referred to as
allowable.

Definition 2. The allowable system satisfying the set of restrictions Oy is referred to as
strictly allowable, i.e. satisfying the whole set D = {C, Oy, VQ, O}.

In general, the processor algorithm of the PCM is estimated by some set of param-
eters of efficiency

K=1{k}i=1,m, (7.17)

and it is usual that |[K| =m > 1.

For successful synthesis of the optimum PCM, it is necessary to choose such a
subset K € K, which most fully characterizes various properties of the frequency-to-
code converter in view of its application (smart sensor features) and requirements. On
the other hand, for simplification of the synthesis of the frequency-to-code converter
based on the PCM, it is desirable to limit the subset K whenever possible by parameters
that estimate in the greatest degree the ability of the device to carry out its functions
from the application point of view.

As the structure of the frequency-to-code converter based on a certain microcon-
troller core is fixed (rigid restrictions on the structure), it is not necessary to compare
various PCMs according to the complexity S. On the other hand, on the basis of the
microcontroller type and conversion method V,, PCM variants can be realized according
to Equation (7.12); important specific and essential characteristics by comparison of
alternative PCM variants are the quantization error §(%) and the maximum possible
converted frequency fymax (Hz).

As the PCM supposes various algorithms of realization {Ayept} from the set of
allowable variants of the realization M,, another essential characteristic by PCM
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comparison can be the memory sizes Vgom (byte) and the power consumption P.
These last two parameters are rather essential for one-chip smart sensor realization.

With provision for the negative ingredient for parameters of quality, the optimization
criterion can be written, for example, as follows:

ViK; Z{gir}lFi(fSijvTxijs Vromij» Pij) (7.18)
i

at Tjj < Tjjaccepts Where Tijaccepe 1S the allowable conversion time; {B;;} is the set of
allowable variants for the ith PCM, and §;;, T;;, Vromij, P;; are factors of the jth
allowable variant of the ith PCM; Ty;; = 1/fxij.

For the forming of the integrated parameter of the quality K;, it is expedient to take
advantage of the weight-average geometrical complex parameter, which is written as

follows
m kmm Vi
I1 k , (7.19)

i=1

where k;“i“ is the minimum value of appropriate parameters of quality on all allow-
able variants of the PCM; v; is the normalized weight factor of proportionality for
appropriate parameters, and

Vivi = 0and Y v =1 =1,m). (7.20)
i=1
Then the integrated criterion of the PCM efficiency can be submitted as a multiplicate
loss function:

K = (&'mi")v"a . (Tximin)”” . (M)M . (M)Pi (7.21)
i 8ij T VRowmij Py )

where 6; mins Txi min» YROM: min» Pimin are the minimum values of appropriate parame-
ters of quality on all allowable variants of the ith PCM; v;§, vir, virom, Vip are the
weight factors of priority for appropriate parameters of quality; 7,; is the period of the
converted frequency. Thus

V0 < {vi8, vir, virom, Vip} (7.22)

and
(vis +vit + virom +vip) =1 (7.23)

In Equation (7.21), instead of f,;max the value Ty; mi, is used to reduce this parameter
of quality to the standard kind.

The criterion function according to Equation (7.21) characterizes the set of effective
solutions well enough. In other words, the maximization of this function gives the effec-
tive solution for the initial multicriterial task. In the contrast to other methods using
weight factors, these factors are well interpreted in the given scalarization. They depend
on the desirable value of criterion: if the desirable level is closer to the optimum value,
the criterion is more important and the weight factor has the greater value. In its turn,
the allowable variant of the PCM realization is that for which T;; < Tjjaccept, I = 1,m
is true. The optimal variant from all those allowable will be the variant that has the
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maximal value K;;, and K;jn. = 1. Thus, Kj; is the non-linear function of normal-
ized dimensionless parameters {k;}. Depending on the weight factors of parameters of
quality, which are included in the integrated criterion K;;, it is possible to choose a
PCM, optimizing it according to one of the following parameters: the minimal period
of converted frequencies, the quantization error, the ROM memory size, the power
consumption, etc.

Equation (7.18), in view of the criterion resulting function (Equation 7.21), repre-
sents a non-linear discrete task of optimum designing.

As follows from different references devoted to methods of vector optimization, a
reliable solution of the synthesis task can be obtained only as a result of the combination
of various optimality criteria, in particular, an unconditional and conditional criterion
of preference.

In view of the above, it is possible to allocate the following stages of the discrete
choice of the optimal PCM for frequency—time parameters:

1. The analysis of the PCM’s algorithm and restrictions on its realization, the forming
and ordering of the set M, of strictly allowable PCMs (catalogue compiling of
alternative, possible in principle, variants of software realizations).

2. The set partition My, into the set of worse M,, and non-worse M,,, systems with
the help of the unconditional criterion of preference (finding of the left lower
boundary).

3. The use of the conditional criterion of preference for searching of the optimum
PCM in the set M,,, when the set of non-worse systems is nondegenerated.

4. The analysis of synthesis results on stability and definiteness.

Further, it is expedient to provide remarks and practical recommendations for the
execution of these design stages.

The preparative stage. Before this synthesis stage, it is necessary to choose the
PCM basis (as considered above, it is expedient to choose any of the advanced methods
for the frequency-to-code conversion, for example, the ratiometric counting method)
and the type of the embedded microcontroller or the microcontroller core. In general,
the task of microcontroller choice for the frequency-to-code converter and optimization
estimations of functional-logic features of the microcontroller architecture, are tasks of
the structural synthesis.

The set of given microcontrollers m is the open set, which is extended by new
microcontrollers or standard libraries of cells in CAD tools. Therefore, the optimal
microcontroller for the use in frequency-to-code converters is the microcontroller (or
the microcontroller core) that provides PCM realization within the frame of given
restrictions at minimum expense:

So=minS§;; i=1,¢;
Tij =< Tijaccept (724)

where ¢ is the maximum number of different microcontrollers.
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Stage 1. In order to obtain the solution closest to the optimal, the PCM must be
decomposed into a number of elementary procedures by the method of decomposition:
forming the gate time 7j;, the pulse counting of f,, fy etc., and then the synthesis
method through the analysis of allowable variants {v'} is used.

The enumeration of possible alternative variants of the PCM in the finite set M,
depends on the discrete choice task. Because the set M,, of the PCM is foresee-
able and finite (N4 = 10—18) the algorithm of full enumeration and the exclusion of
unpromising variants based on the method of the consecutive analysis of variants is
used in order to find the optimum PCM from a small, known number of variants.
In order to use this method it is necessary to compose a catalogue of all PCM vari-
ants. The common number of alternative variants v!' € My, is determined according to
Equations (7.12—-7.15), and their generation is carried out according to Equation (7.11).
In order not to miss alternatives, the set My, should be preliminary ordered.

The morphological matrix is frequently used for the construction of a catalogue
of possible program-oriented conversion methods from the high-level software
components. However, this matrix does not reflect the specificity of decomposition
of program-oriented methods. For this aim, it is more convenient to take advantage of
the morphological tensor wy(a, b, ¢), which is created based on the functional-logical
analysis of developed program-oriented methods. Methods of the software realization
of the three basic elementary procedures of the algorithm (Table 7.1) are selected
as the most important criteria. In this tensor, the maximum value of the index a is
determined by the number of possible realizations of the pulse count f,, b by the
number of realizations of the pulse count fj, and ¢ by the number of possible variants
of forming the gate time Ty;. The numerical values of indexes and realizations of
elementary operations, appropriate to these values, are shown in Table 7.4.

The tensor’s element X, is a Boolean variable. Its value is equal to ‘1’ by the
choice of the program-oriented conversion method, otherwise it is equal to ‘0’. The
condition of alternatives can be expressed as follows:

n
me:l, i=1,n (7.25)
i=1

Further description of the technique for a discrete choice of optimum program-
oriented conversion methods is provided by an example of the sensor microsystems
synthesis based on widespread MCS-51 (Intel) microcontroller families. Let the micro-
controller contain only one timer/counter and be able to service one interrupt from one
external source.

Table 7.4 Numerical values of indexes and elementary operations realizations

Index (a, b, ¢) Operation Description
1 Count of f, or/and f; by polling

ai, bj 2 Count of f, or/and f; by timer/counter
3 Count of f, or/and f; by interrupt

C 1 Software delay
2 Delay with the help of timer/counter




7.2 DESIGN METHODOLOGY 155

Xi12 {22 Xiz2
/
X111 Xi21 Xi31
Xo1o Xo22 p X232
J )
i’
Xa11 Xoo1 X3
X.
X3z 822 X
332
X (@
311 Xao1 Xaa

@ - eliminated variants of PCM
Figure 7.2 Morphological block of possible alternative variants of a PCM

The morphological block of possible alternative variants of program-oriented conver-
sion methods, from which incompatible g variants for the given microcontroller oper-
ations are eliminated, is shown in Figure 7.2.

The operation can be presented by the indexes ratio of tensor’s elements:

{azbzc\/a:bvbzc\/azc (7.26)

a,b,c>2

Further dimension reduction of morphological space is carried out by the argumen-
tation of the integrated criterion of efficiency.

Stage 2. As the set {v'} of strictly allowable PCMs, generated according to
Equations (7.12-7.15) is nondegenerated and finite (1 < I < oo), the following
theorem [137] is valid:

Theorem. If My, is a finite set, the set of non-worse systems M,,, is the nonempty set.

In order to simplify the M,,, determination, it is expedient to exclude minor param-
eters of quality from the integrated criterion of efficiency at the initial stage. First
of all, these are Vrom;; and P;; (Equation (7.18)) as they do not influence the PCM
metrological efficiency. Their maximum values are determined at the preparative stage
of the synthesis and limited by functional-logic features of the chosen microcontroller.
Thus, the synthesis task of the optimum PCM has been reduced to the choice of the
optimum PCM according to the maximum of a metrological criterion of efficiency,
determined only by two parameters of quality: §;; and T;;.
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The results of the analysis of alternative PCMs according to the metrological criterion
of efficiency are shown in Table 7.5. The variants distinguished only by the index c,
can be joined, as they have the same values § and f, (7). These values do not depend
on the method for forming the gate time 7j;, because the reference time interval is
always formed with the accuracy determined by the accuracy of a quartz generator of
the microcontroller.

For the set partition of strongly allowable variants of the PCM into the set of worse
and non-worse PCM with the help of the unconditional criterion of preference, it
is expedient to take advantage of the method of rectangles [137]. In comparison to
other methods for finding the left lower boundary, the opportunity to lose non-worse
PCMs, including the optimal one is excluded. Besides, the algorithm of the equivalent
analytical procedure of this method can be easily formalized and is suitable for the
realization on a PC, as software for CAD tools.

Stages for the left lower boundary determination are shown in Figure 7.3. In this
case it consists only of two points: Xp3; and X3;;. As the left lower boundary is a
special case of the optimum surface (m = 2), the following property is valid for it:

Table 7.5 Results of analysis of alternative PCM
(at T()] =0.25 S, fclc =6 MHZ)

PCM 8 (%) fx (kHz) T, (s)
Xi12 0.014 222 4.5 %x 107
Xon 0.014 133.3 0.75 x 107
X312 0.014 33.3 3.0x 107
X121 0.003 222 4.5 % 107
X301 0.003 33.3 3.0x 1073
X132 0.012 222 4.5 % 107
X231 0.012 133.3 0.75 x 1073
I X312/311
0.015
® Xy @ ® Xi121111
®  Xi32/131
0.010 W [Xest
0.005 W
0.003 @ o
Xao1 X121 Tymn 107°
— 111 11 15 1
1 5 10 (s)

Figure 7.3 Stages of left lower boundary determination
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on the whole expansion of the left lower boundary the dependence § = f (T min) and
consequently, the T, nin = ¢(8), has the monotonely decreasing character.

It is now necessary to take advantage of the conditional criterion of preference in
order to finish the synthesis procedure.

Stage 3. Taking into account excluded minor parameters of quality the resulting
criterion function will be:

Simin \"° [ Teimin \""
Kij = < ;ln) : (—T'n'lm> , (7.27)
ij i

and the formulation of the synthesis task can be written in the following way

szfp(K17--"Kiv"'7Kln:g%

Ki=Ki(8),i=1,m (7.28)
Ki S Kl'mvi = lvm

where K;, is the value of the factor K; that is the maximum possible. Because the
nondegenerated set M,,,, contains only two PCMs, one of which has the least value of
the quantization error &; yin, and the other the minimum value of the converted period
Tyimin» the integrated quality factor for the variant X»,3; is reduced into the formula

K;; =0.25"°, (7.29)
and for the variant X3;; into the formula
Kij = 0.167"" (7.30)

A more optimum variant is X3»; with the values K;; = 0.5 against 0.41 accordingly
by equivalent requirements for the PCM accuracy and speed (weight factors of priority
for quality indexes are equal, i.e. v;s = v;r = 0.5). Plots of functions (7.29) and (7.30)
with allowance for relations v;5 + v;7 = 1 are shown in Figure 7.4. These dependencies

Figure 7.4 Graph of function K;; = f(v;s) (1) and K;; = f(vir) (2)



158 7 DIGITAL OUTPUT SMART SENSORS

can be used during the synthesis of the PCM, facilitating a choice of the PCM according
to requirements of speed or accuracy.

Stage 4. 1t is obvious that the PCM synthesis is completed if the following two
conditions are valid:

1. The solution obtained as a result of the synthesis, is determined enough and precise,
i.e. the PCM class, satisfying all formulated initial data, including the optimal
criterion, is not too wide.

2. The received solution (class PCM) is steady enough by the variation in reasonable
limits of initial data, including preference relations.

Really, the nondegenerated set M,, contains two PCMs and the result of the
synthesis will be similar using the criterion of efficiency (Equation (7.21)) instead
of (Equation (7.27)) as well as by taking into consideration variants distinguished by
gate time forming the Tp;.

The given technique of the discrete PCM choice is applicable also to microcontroller
architectures containing two or more built-in timer/counters. Thus, the generation of
possible alternative variants of the PCM is made according to Equations (7.14), (7.15)
accordingly. The morphological block of possible PCM variants will be similar to
that shown in Figure 7.2. It is necessary to eliminate only one variant, satisfying the
following condition

a=b=c, a,b,c>?2 (7.31)

i.e. the variant X,y in case of the microcontroller architecture with two built-in
timer/counters. In the case of improved architectures with three or more timer/counters,
there are no variants of the PCM with incompatible operations. In the first case, the
use of the unconditional criterion of preference at the second synthesis stage results
into the unique solution Xy (the set M,,, is degenerated), in the second case, into
the solution X571,225. Thus, based on the conditional criterion of preference according
to the resulting criterion function (Equation (7.21)), preference should be given to the
variant Xp;, as this requires less program memory size for its realization.

Thus, the task of the choice of the optimal PCM can be reduced in general to
the non-linear discrete task of optimal designing. This technique covers almost all
functional-logic architectures of modern microcontrollers, suitable for PCM realization
based on classical and advanced methods of the frequency (period)-to-code conversion
for its use in different smart sensors. The technique is well formalized and allows
algorithms of all stages of the morphological synthesis, thus providing an opportunity
for automatization of procedures of the discrete choice of PCM and the creation on
this basis of appropriate software for modern CAD tools [138].

7.2.1 Example
The control flow chart of an optimum PCM, with the microcontroller family MCS-51

(Intel), is shown in Figure 7.5 and its software in Figure 7.6 respectively. As microcon-
trollers of this family contain two—three 16-bit timer/counters, it is expedient to realize
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Figure 7.5 Control flow chart of optimal PCM based on MCS-51 microcontrollers

the PCM in the following way. Pulses of frequencies f, and fj are counted simultane-
ously by two timer/counters, and the Tj; form with the help of the software delay or by
the third timer/counter (if it is in the microcontroller). Timer/counters overflows cause
internal interruptions, which are counted by virtual counters based on general-purpose
registers RO and R. Thus, the greatest possible converted frequency and the minimum
quantization error are reached. The reference frequency fy is formed by the frequency
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divider. The gate time Ty, is formed with the help of two level interruptions on inputs
INTO, INT1.

The frequency-to-code converter works as follows. At the beginning of the process,
operation modes for T/CO, T/C1 are chosen and the priority of external interruptions is
established: for INT1/0—the maximum; for T/C0/1—the lowest (blocks 1,2). Then types
of interruptions (on the wavetail) are programmed (block 3), all registers of virtual

’-************************************************************************

; PROGRAM FOR PCM REALISATION ON THE BASIS OF MCS-51

i MICROCONTROLLER FAMILY WITH TWO TIMERS/COUNTERS
56 ok ok ok ok ok ok ok ok ko ok ok ok ke ok ok ke ok ok Kk ok ok K ok ok ok ok ok ok Kk ok ok ok Kk ok ok ok ok ok Kk o ok ok Kk ok ok Kk kK

ORG 03H
JMP CINTO
ORG 0BH
JMP TIMERO
ORG 13H
JMP CINT1
ORG 1BH
JMP TIMERL
ORG 26H
INTFO: BIT DOH.5
MOV TMOD, #01010101B ;GATE=0, COUNTER, 16-BITS
MOV IP,#00000101B ;INTO,1 - HIGH PRIORITY
SETB TCON. 0 ;INTO - BY WAVETAIL
SETB TCON. 2 ;INT1 - BY WAVETAIL
REPR: CLR A ;0 -> A
MOV THO, A ; CLEANING T/CO
MOV TLO,A
MOV TH1,A ; CLEANING T/C1
MOV TL1,A
MOV RO, A ;0 -> RO
MOV R1,A ;0 -> R1
CLR INTFO ;PSW.5=0
SETB TCON. 4 ; START T/CO
MOV IE,#10001011B ;ENABLE INTO
CALL DELEY ;1 SECOND DELAY
CLR TCON. 4 ;STOP T/CO
SETB IE.2 ;ENABLE INT1
WAIT: JNB INTFO,WAIT ;WAITING FOR PSW.5=1
CALL MATH ; £, CALCULATION
JMP REPR

Figure 7.6 Program for PCM realization
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; *** TNTERRUPT HANDLING SUBROUTINES ***

CINTO: SETB TCON. 6 ;START T/Cl
CLR IE.O ;DISABLE INTO
RETI

CINT1: CLR TCON. 6 ;STOP T/C1
CLR IE.2 ;DISABLE INT1
SETB INTFO ; SETTING PSW.5=1
RETI

TIMERO: INC RO
RETI

TIMERI: INC R1
RETI

Figure 7.6 (continued)

counters of Ny, N, and the user’s bit FO in the fifth bit PSW.5 are reset (block 4). Then
the timer/counter T/CO for pulse f, count is started and the interruption from INTO
is enabled (blocks 5,6) After that, the time delay 7p; = 1 s (block 7) is formed using
software. When this time finishes, the T/CO is stopped (block 8), the interruption from
INTT1 is enabled (the block 9) and the program waits for the last pulse f, to finish
a measuring cycle (block 10). Then the subroutine for the frequency f, calculation
(block 11) is executed and the measuring cycle is repeated again.

The interruption subroutine from INTO starts T/C1 for counting pulses of the refer-
ence frequency fy and forbids the interruption on the input INTO. In its turn, the
interruption subroutine from INT1 stops T/C1, forbids the interruption INT1 and sets up
the user bit in ‘1’. Interruption subroutines from the timer/counters overflow increment
virtual counters.

The PCM used in such a converter has a high degree of the elementary opera-
tions concurrency of the measuring algorithm. The high conversion frequency range is
limited only by the greatest possible value of frequency, which the timer/counters can
count.

7.3 Adaptive PCM with Increased Speed

For PCM realization of frequency—time parameters of signals with the pulse counting
of frequencies f, by interruptions and forming the gate time 7j; by the method of the
nested iteration and a combination of precisely trimmed delays of the smaller duration,
there is a problem connected with 7j; increasing because of the summation of times
of external Tyt and internal Trc interruption subroutine executions with the gate time
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Ty1- In general, the total conversion time without taking into account mathematical
processing, is determined according to the following formula

Tconversion = TINT * Nl + Trc - Nm + TO] (732)
Taking into account the equation for Nj, after transformations we have:
Teonversion = ent {Tp; - fx} “TNT + Tre * N + To1 = Tdelay + To (7.33)

where N; is the number of pulses f, arriving at the interruption input during the time
To1; Ny, is the number of internal interruptions on timer/counter overflows. For the
high frequency range, the value 4oy becomes more or equal to Ty, thus increasing
the conversion time and the dynamic error.

The use of adaptive PCMs avoids the loss of speed. By the algorithmic adaptation, the
structure of the PCM’s processor algorithm is purposefully varied during the frequency-
to-code conversion. In general, the controlling factor can be presented as

U = (A), (7.34)

where A are the factors, which help to change the algorithmic structure.

As the algorithmic structure of the PCM is characterized by the stable conjunction
of elementary procedures, the use of such an adaptation optimizes the structure of the
processor algorithm. The task of adaptation can be formalized by the following way:

Q0 <A>—— min; min = A*; A € E,, (7.35)

where Q is the minimum criterion (in this case, the minimum 7Tonversion); E4 1S the set
of allowable algorithmic structures A; A* is the optimal algorithm.

With the aim of time Tyt compensation, which can be calculated according to the
formula

n
TINT = Z DiTi, (7.36)
i=1

where p; is the instruction with the execution time t;; n; is the number of instructions
of the interruption subroutine, the time delay program forming the gate time 7p; is
modified during the frequency-to-code conversion. Thus, the interruption subroutine for
external interruptions from pulses f, should contain at least one decrement instruction
for the microcontroller’s register DEC <reg>. The number written in this general-
purpose register is the controlled loop variable, realizing the time delay equal to the
time of the subroutine execution. In its turn, this cycle is included in the program
body forming the gate time Tp;. With such a structure of the PCM’s algorithm, each
subroutine execution automatically reduces the time 7y for the tynr value and the gate
time Tp; remains constant in all ranges of converted frequencies. The PCM adaptation
is realized in parallel to the frequency-to-code conversion on the basis of the current
information about the frequency f, without the use of the aprioristic information about
the measurand. The graph of the function Teopversion = ¢ (fy) for the conventional and
adapting PCM is shown in Figure 7.7. The piece of the program forming the gate time
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Figure 7.7 Graph of function Tcopyersion = @ (fx) for conventional (1) and adapting (2) PCMs

MOV  <reg;>, #N

LOOP1:

DJNZ <reg;>, LOOP1

INTFX: DEC <reg;>

Figure 7.8 Piece of program forming gate time 7p,

To1, which meets the requirements of adaptation is shown in Figure 7.8. Thus, the
looping time iS Teyele = TINT.

Apart from the compensation of the subroutine execution times of the interrup-
tions processing, the PCM algorithmic adaptation modifies interrupt vectors during the
frequency-to-code conversion. This property of the adaptive PCM allows the realization
of multifunctional converters, functioning according to complex measuring processor
algorithms in conditions of a limited number of interrupt vectors.

In this case, instead of the unconditional jump instruction to the address of the inter-
ruptions subroutine, required by the protocol of the interruptions processing, the indirect
jump instruction to the address of the virtual interrupt vector is situated. According to
the required algorithm, the interruptions subroutine modifies the virtual interrupt vector
at the end of the interrupt processing. Due to this, the following interrupt initializes
the execution of another subroutine, which in its turn, can modify the virtual interrupt
vector again, initializing the previous or a new interruptions subroutine and so on.

The method of the PCM adaptation with the use of virtual interrupt vectors is
effective for both external (hardware) and internal (software) interruptions. Such a
protocol of the interruptions service is expedient to use, for example, for PCMs of
phase shifts-to-code converters.

In multifunctional converters based on adaptive PCMs, the established set of
measuring functions {F' M;} is executed with the help of { P,;} interruptions subroutines
due to which, the set of algorithms {AM;} is realized. The concrete algorithm is
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chosen on the basis of the current information about the measurand, conditions of
measurements, requirements and restrictions.

The use of the adaptive PCM for frequency—time parameters of electrical signals
with the pulse counting f, by interruption, allows an increase in the conversion speed
(without taking into account the time of the result processing) by approximately two
times and realizes multipurpose measuring algorithms in conditions of a limited number
of interrupt vectors in the microcontroller.

7.4 Error Analysis of PCM

The analysis of the total conversion error is necessary, for estimation of dominant
components bringing the greatest contribution to the resulting error, for revealing
specific errors inherent only to program-oriented conversion methods for the frequency-
to-code conversion and also for the local optimization task definition, the solution of
which reduces these dominant components.

The general structure of the conversion error for the frequency-to-code converter
based on the ratiometric counting method is shown in Figure 7.9. For analytical
equations describing errors of synthesized optimum PCMs, it is necessary to investigate
separate components of this error. In view of the features of the algorithm execution,
it is expedient to choose a structure of the total error, which permits its factor-to-factor
research. For this aim, having calculated the total differential of Equation (5.4) and
having finite increments and relative units, we obtain the relative conversion error,
which can be submitted as:

Afy AN, Afo AN,

8 (7.37)

+ - —’
Sx fe - Tou fo fo-To

Frequency-to-code converter’s error
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Figure 7.9 General structure of conversion error
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where Afy/fo is the relative error of reference; AN/ f, - To; and AN,/ fy - To; are the
relative quantization errors. The first component of the quantization error is minimized
by the choice of conversion time, multiple to the period of converted frequencies and
the use of fy = fmax for the given microcontroller. The conversion error will thus be

equal to

A X max 1
= fi + —  Toi, (7.38)

8, =
! fmax fmax

Frequently, the second component quantization error is determined according to
the formula for engineering calculations (Equation (5.7)). A more exact mathemat-
ical model (Equation (5.10)) of the given component has been described earlier in
Chapter 5.

7.4.1 Reference error

The reference error is represented by two components: the time reference error by the
forming of the gate time Ty; with the help of the software delay and the frequency
reference error fj, by the frequency division or generation with the help of the
timer/counter, working in the mode of the programmable frequency output ‘Clock-
Out’. The reference error is practically identified with the error caused by instability
of a reference-frequency source (a quartz generator), inherent to any microcontroller.
Change of quartz generator parameters is determined by the influence of a large number
of random factors and consequently is a random variable distributed according to the
central limiting theorem under the normal distribution law.

The maximum accuracy of frequency-to-code conversion is determined by the
frequency stability of the built-in quartz-crystal generator. The system clock generator
is a ‘measurement standard’ in these converters.

The temperature instability of the quartz-crystal generator is one of the main
components of the parametric instability, which has the greatest density in comparison
with other components. As known, the frequency deviation of the non-temperature-
compensated crystal oscillator from the nominal due to the temperature change is
(1-50) x 1079 in the temperature interval (—55— 4 125°C) and in the frequency
range 5-50 MHz. In its turn, modern program-oriented methods of frequency-to-
code conversion are able to obtain the quantization error, commensurable with the
temperature instability of the references. Therefore, knowledge about the more exact
value of the measurement standard uncertainty is a necessary condition for designing
accurate frequency-to-code converters for smart frequency—time-domain sensors.

To obtain the exact value of the reference accuracy is possible only by experiment.
Experimental researches of quartz-crystal generators have a large complexity because
of considerable amount of time consumed on the temperature characterization. Due
to a large scatter, appropriate to the real-temperature characteristics of quartz-crystal
generators, the experiment assumes a very important place in the design and manufac-
ture of accurate smart sensors. The aim of this section is to acquaint the reader with
the technique of experimental researches of the reference error in order to be able to
repeat such experiments for any type of microcontrollers.

The research of quartz-crystal generators in the working temperature interval with the
aim to determine the temperature instability of frequency is common for all varieties
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of quartz generators. The temperature instability of frequency in the whole working
temperature interval from f,;, up to f,,x is determined as [139]:

AF _ 2 (iax = fuin) (7.39)

f f max + f min
where fiax and fi, are maximum and minimum values of the generator’s frequencies
in the working temperature range.

The objectives of the experiment were [140]: (i) to determine the temperature insta-
bility of frequency and time references of the embedded microcontroller; (ii) to deter-
mine the correlation factor of their errors; (iii) to determine distribution laws for the
temperature uncertainty. As an experimental sample the one-chip microcontroller from
the MCS-51 (Intel) microcontroller family was selected, because of its very wide
distribution due to the usability of its functional-logical architecture.

According to the algorithm of the method used for the frequency-to-code conversion,
frequency and time references were realized based on the built-in quartz-crystal gener-
ator. The frequency reference was obtained in the following way. The synchronization
signal of the internal system clock generator of the microcontroller through the output
ALE was applied to the input of the external frequency divider by three. Then the
signal farg/3 was applied to the input of the built-in microcontroller’s timers/counters.
The 6 MHz resonator RG-05 was used as a quartz-crystal oscillator. The time reference
was obtained in the following way. The required time interval was formed with the
help of the delay subroutine. This subroutine was realized by the method of nested
program cycles and combinations of precisely set up delays with smaller duration.
The schematic diagram of the experimental set up is shown in Figure 7.10. For the
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O ]
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IEEE 488

Figure 7.10 Schematic diagram of experimental set up
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determination of the temperature instability of frequency the quartz-crystal oscillator
was cooled up to a temperature equal to the minimum temperature from the working
temperature interval and was then soaked in this point for up to 25-30 minutes. After
that, values of frequency on the output ALE and the duration of the time interval on the
output PO.1 were measured. The frequency measurements were repeated for remaining
points of the working temperature interval through 5—10 °C in all working ranges from
min UP 1O tmax. The time of a normal temperature cycle with the temperature overfall
of 50 °C should not be less than 15 minutes.

The researched errors are random variables, therefore statistical processing of
60 values was carried out to obtain authentic eventual results. The abnormality of
values in the sample was checked with the help of the Shovene criterion. The processing
of experimental data was carried out on an IBM PC-compatible computer. The accuracy
of measurements is characterized by the following dimensions: the root-mean-square
error of measurements o, the probability error of measurements v and the average
error of measurements 7. In this case

2
o=+ | Zi_, (7.40)
n-(n—1)

where n is the number of measurements; ¢ is the deviation of separate measurements
from their arithmetical average;

2
v=£3-0 (7.41)
n==408 o (7.42)

Finally, the results of measurements can be written as

_ 2
ﬂ:ZﬁiJ 2e (7.43)
n n-(n—1)

The experimental research of the correlation dependence for the temperature uncer-
tainty of measures was carried out by the simultaneous measurement of frequency on
the output farg,3 of the external divider and the time interval Ty on the output PO.1.
The temperature of the quartz-crystal oscillator varied from +18°C up to +100°C
with consequent cooling. The research of the correlation dependence was carried out
by the change of the supply voltage V,, in the range from +4.7 up to +5.25 V.

Experimental results for errors of frequency and time references are shown in
Figure 7.11 and 7.12 respectively. Frequency changes of an output signal of the quartz
oscillator during the time interval from 1 ms up to 10 s are stipulated by the thermal
noise of a quartz oscillator and elements of the circuit as well as by fluctuations of other
parameters. For a short average time, the main destabilizing factor is the thermal noise
of the quartz oscillator. Histograms of their distributions are shown in Figures 7.13
and 7.14. The check of distribution laws according to the x? criterion has shown that
distribution laws of errors of measures are close to the Gaussian distribution law.

Although the frequency and time references are realized with the help of the same
internal system clock generator of the microcontroller, the temperature uncertainty of
the frequency reference is higher. It is stipulated that the required reference frequency
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Figure 7.12 Time reference error at t = 20°C

fo is formed by two internal and one external frequency dividers, introducing contri-
butions to the resulting error of the frequency measure.

The thermal instability of the frequency for the quartz-crystal generator is Af/f =
11.5 x 107°. Dimensions of the measurement accuracy are shown in Table 7.6.

The experimental researches of the temperature uncertainty for frequency and time
references realized on the basis of the built-in microcontroller’s quartz-crystal gener-
ator determined the extreme accuracy of the ‘measurement standard’, which cannot
be exceeded for the given technical implementation independently on the method
of measurement (conversion) used. The maximum temperature uncertainty of the
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Table 7.6 Dimensions of measurement accuracy at P = 97%

Frequency reference Time reference
Result of measurement 133355.892 + 0.468 Hz (250086.655 4 0.0246) x 107% s
v +0.312 +0.0164 x 107°
n +0.374 +0.0197 x 107°
Dispersion 0.219 0.0006

frequency reference is £11.5 x 107, and the maximum temperature uncertainty of
the time reference is +0.38 x 107°.

Two components of the reference error considered above are caused by the same
reason (frequency instability of the built-in quartz generator) and, hence, are strongly
correlated. By the summation of these components, it is necessary to take into account
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the correlation factor p, reflecting that errors of time and frequency references are
rigidly and negatively correlated. Generally, it is expedient to present all components
by mean-square deviations in order to eliminate the influence of distribution laws from
deformation at the error summation:

8 8
07y = To3max and 0o = fo3max , (744)

then the sum of correlated errors is determined according to the formula

0%, = \/ 07, — 207,0/0p + Gf,, (7.45)

If both summable error components are distributed according to the uniform distri-
bution law, the resulting distribution will be trapezoidal. As these errors in these exper-
imental investigations are rigidly and negatively correlated, to find the total error of the
measure they should be added algebraically with allowance for the correlation factor
p. Then the total error of the ‘measurement standard’ in the microcontroller is equal
to +10.9 x 107, As a result of experiments, the rigid inverse correlation of errors for
frequency and time references with the correlation factor p = —0.981 £ 1.291 x 1076
was determined. Correlation dependencies of reference are shown in Figure 7.15.

Further improvement of stability for the built-in quartz-crystal generator of the
embedded microcontroller can be achieved by the use of the oven-controlled crystal
oscillator. The temperature stability of frequency can also be increased by the frequency
control of quartz generators, as realized in the microcontroller of the MSP430 (Texas
Instruments) family [129]. Therefore, if necessary, the temperature behaviour of the
crystal can also be taken into account. There is the typical dependence of a crystal
in relation to its temperature [129]. The nominal frequency is preset at one temper-
ature fy (turning point); above and below this temperature the frequency is always
lower (a negative temperature coefficient). Beside the turning point, the frequency
deviation increases with the square of the temperature deviation (—0.035 ppm/°C? for
example). The quadratic equation that describes this temperature behaviour is approx-
imately (zp = +19°C):

Af =—0.035-(t — 19)%, (7.46)

where Af is the frequency deviation in ppm; ¢ is the crystal temperature in °C.
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Figure 7.15 Correlation dependencies of reference at heating (2) and cooling (1)
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Using the above equation the crystal temperature is measured and the frequency
deviation computed every hour. These deviations are added until an accumulated devi-
ation of one second is reached: the counter for seconds is then incremented by one and
one second is subtracted from the accumulated deviation, leaving the remainder in the
accumulation register.

7.4.2 Calculation error

Inclusion of the processor into a converter measuring circuit and numerical measuring
transformations into a measuring procedure changes the structure of the total error.
Components caused by numerical measuring transformations appear and the necessity
of metrological analysis in connection with conversion algorithm complication arises.
It is particularly valid for smart sensors, in which short number bit (8-, 16-bit) micro-
controllers are used. On the other hand, there is no necessity essentially to overestimate
the requirement for the calculation accuracy in comparison with those errors, which are
introduced by other components. It is necessary to assume that the calculation errors
could be neglected.

The class of typical computing procedures includes the multiplication and divi-
sion of multibyte numbers (8-, 16-, 32-, 64-bits) as well as the binary-to-binary-coded
decimal code conversion and conversely. Generally, by the PCM realization based on
the ratiometric counting method, the calculation of converted frequencies or periods
are made according to Equations (5.4) and (5.11) respectively. In general, the limited
word capacity of the microcontroller results in two kinds of errors: the numeration
error and rounding error. If for the numeration Xn bits are used, the numeration error
of X is equal to half of the weight of the lowest-order digit and can be determined as

17—n
ONumber_Representation_Error — §k ‘s (7.47)

where k is the base of the system of numeration.

The truncation error arises as a result of the word-length reduction after multipli-
cation, division as well as the algebraic summation in view of scaling variables. The
same error exists by the operand right shifts.

It is necessary to differentiate between the simple truncation (rejection) and the
rounding truncation. The accuracy of the first operation is much lower because the
mean is not equal to zero, however its realization is much easier. These components of
the error calculation, its characteristics and calculation technique have been described
in many references. However, the general theory needs an additional specification with
reference to PCM realizations.

In order to increase the computing speed and reduce dynamic errors, the operands
realizing dependences (Equations (5.4) and (5.11)) should be used in a fixed point form.
Numeration ranges for Ny, N, are determined by the range of converted frequencies

[fxminv o fxmax] :
Ni max — ent{TOI ' fx max} (748)

Ny max = ent { M} (7.49)

X min
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Thus, the non-redundant bit number n(, used for the presentation of a number, is
achieved. Multibyte operands are stored in packed format in the microcontroller’s
memory.

Arithmetic subroutines operate with binary, integer, signless operands. The word
length of operands should result from the minimum condition of the error arising
owing to the word-length limitation. So, for multiplication, it is expedient to use the
multiplication method by the low-order digit ahead with the shift to the right of the
partial product. This method works according to the exact multiplication scheme. For
multibyte division, it is expedient to use the division method with the shift to the left
and the residue restoration. Moreover, by the execution of the division subroutine, it is
necessary to check if the denominator equals zero and to process the ‘divide by zero’
error. The secondary effect of these actions is an opportunity to determine the failure
in the reference frequency channel. So, the equality N, = O testifies about the problem
with the pulse propagation in the frequency divider — timer/counter’s input path.

Because the microcontroller’s data memory, whose size determines the possible
length of operands and results, is used for operands and results storage the accuracy
of arithmetic operations is not limited by the word length of the microcontroller, and
‘Scalc < 5q-

Generally, in Equation (5.4), the reference frequency fy is constant and does not
belong to the set of integers Z. Then, with the aim of using the integer arithmetic
to increase the computing operation accuracy, it is expedient to use scaling by the
multiplication of the numerator and the denominator to scale the factor k,. The use
of the multiplication according to the exact scheme with the required word length by
which the multiplication result of three n,-, n,- and n,- bit numbers has n, +n, +n;
bits, and the certain execution order for mathematical operations with the same priority
(three multiplications, then the division), minimizes the calculation error. Thus, the
truncation error appears, only at the last stage of calculations which is determined by
the number of bits necessary for the representation of the remainder of division.

In view of scaling, the final calculations of frequency should be made according to
the formula

N1 - (fo - k)
= 7.50
e N, k. (7.50)
As fo -k, = K = const, the final equation will be:
Ny - K
f N k. (7.51)

In order to reduce the resulting calculation error, it is necessary to accept the
following execution order for arithmetic operations of the same priority:

1) Ny - K =k
2) Ny -k = ko
3) fi=ki/k2

The final number of bits for operands and results representation are determined by
the range of converted frequencies f € [ fxmins frmax), the range of numbers Ny, N;
(Equations (7.48), (7.49) respectively), scaling and requirements of universality of
arithmetic subroutines.
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7.4.3 Error of Ty, forming

The PCM analysis has revealed a number of additional components of the conversion
error, connected with the forming of second reference time interval Ty,. The error of
forming the Ty, includes two components: the error of the wavefront and the wavetail
forming (Figure 7.16). In its turn, the last component includes the error due to the
delay of reaction to interruption, and the error of the shift in time of the response for
interruption.

The delay of the reaction to interruption (the time interval between the pulse of
the frequency f, on the interrupt input and the timer/counter start) is determined by
the execution time for three instructions: (1) CALL to the interrupt vector; (2) the
unconditional jump (JMP) to the interruption subroutine; (3) the start timer/counter:

ATgelay = fcaLL + fimp + ISTRT (7.52)

The delay Atgelay > 1/fo is the reason for the systematic error because of the T,
reduction connected with the execution time of three commands mentioned above.

In its turn, the shift in time of the response for interruption also brings an additional
component into the resulting conversion error distributed according to the uniform
law of the distribution. The reason for this component is that the time used by the
microcontroller for the response to interruption can vary. So, microcontrollers of MCS-
51/52/196 families (Intel) answer to the interruption as a rule at the end of the current
instruction cycle as well as for the majority of other microcontrollers. As the maximum
instruction cycle, during which interruptions from f, are possible (the program for
forming the gate time Tp) is

Tepm = 2 * Teycles (7.53)

where Tyl is the machine cycle duration, and can vary, for example, in time reduction,
so that the necessary time for the response to interruption is changed in limits Az, €
105 Temax]-

The error of the Ty, wavetail forming is determined by the delay At”, connected
with the execution of the instruction of the logic polling for the last pulse of the
frequency f.. Its value is in the interval At” € [37cycle, STeyele] and is determined by
the logic of the execution of the program part of the last pulse f, polling. Then the
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Figure 7.16 Reasons for instrumental error
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real value of the gate time Tj, is determined as

Tooreal = Toa — ATdelay — ATgeray T ATgeay (7.54)

The influence of the error of shift in time of the response for interruption and
errors because of the Ty, wavetail forming can be mutually compensated as the first
component reduces the gate time Ty, and the second increases it. The reduction of
the error of shift in time of the response for the interruption can be achieved using a
higher-speed microcontroller core or increased microcontroller clock frequency. In its
turn, such measures will also result in the quantization error reduction as the frequency
fo value in Equation (5.7) also will be increased.

7.5 Correction of PCM’s Systematic Errors

The inclusion of the embedded microcontroller or the microcontroller core into smart
sensors provides opportunities for the use of known methods of automatic error correc-
tion for measurement results, improvements to existing of methods and the creation of
new methods.

The increase of the accuracy of frequency-to-code converters is possible due to the
conversion algorithm improvement as well as to the use of additional data processing
and calculation in order to correct conversion results. The first group of methods is
focused on the reduction of methodical errors, the second group reduces both method-
ical and instrumentation errors. Thus PCM error reduction is possible at high conversion
speed and without the essential algorithmic complication.

A number of additional error components revealed by PCM analysis can be reduced
by systematic error elimination by a design stage of the PCM software.

As one of the main metrological features of frequency-to-code converters based
on a PCM is the dependence of the conversion result on the PCM algorithmic struc-
ture and the software realization, then such methods increasing the conversion accuracy
can be extended due to algorithmic methods of errors reduction alongside constructive-
technological and protective-safety methods. The method, used for reduction of the gate
time Ty; forming error, because of the delay of reaction to interruption (Equation (7.52))
is one elementary way for the aprioristic elimination of systematic errors. The essence
of this method consists of the change of the rigidly established instruction order for
interrupts subroutine from external sources (converted frequencies f,) by the service
protocol for external interruptions. For the Atge,y reduction, the interruptions subrou-
tine is modified so that whenever possible the instruction to the start timer/counter is
executed as soon as possible.

For this aim, instead of the unconditional jump instruction, the start timer/counter
instruction is placed in the memory cell of the external interrupt vector as specified
by the service protocol of external interruptions. In its turn, the unconditional jump
instruction JMP for the interruptions subroutine from pulses f, is located in the next
memory cell. Then Atgelay is determined by the execution time for only two instructions
instead of three and is equal to

ATgelay = fcaLL + ISTRT = 3 * Teycles (7.55)

instead of 57cycle.
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As the systematic error ATy, residue is no eliminated at this stage, and is still
commensurable with the period Ty of the reference frequency, it can be finally elimi-
nated at the calculation stage of the converted frequency f, according to Equation (5.4)
with the help of the corrective action for N, by increment of its lowest-order byte.

Addresses of interrupt vectors in microcontroller families MCS-51/52 (Intel) are
located in the resident memory with the interval in 8 bytes. Hence, this method of
systematic error elimination can be successfully used for frequency-to-code converters
based on this microcontroller family.

The instrumentation error Aty can be reduced by constructive-technological
methods because of the shift in time of the response for interruption: that is by using
a higher-speed microcontroller or increasing clock frequency if possible.

The real value of the gate time T after elimination of the error component ATgelay
will look like

Toxreat = To2 — ATgeray + ATgeray (7.56)
Thus, the method used for the algorithmic aprioristic elimination of systematic errors
at in PCM software design reduces the error component Atglay of the To, wavefront
forming practically without algorithmic and software complication. In its turn, further
correction at the minimum algorithmic PCM complication (one additional one-byte
instruction, INC (register)) eliminates the time delay Atgel,y completely.

As in this case, the condition for correction usage is determined by the inequality

Al‘correction > 1/f0, (757)

where Aforection 18 the corrected time interval, the correction at the initial stage would
not give an opportunity for full elimination of the error Atgej,y because of the non-valid
condition (Equation (7.57)). The combination of this method for aprioristic elimination
of the error reasons and corrective action in the final result of the determination N;
gives the effect of full elimination of Atgclay. Thus, main systematic conversion errors
can be eliminated by software design.

7.6 Modified Method of Algorithm Merging for PCMs

In designing multifunctional frequency (phase shift)-to-code converters for smart
sensors based on modern microcontrollers, there is a problem of the resident memory
economy, and consequently, the chip area. The task of memory size minimization for
the PCM software consists of using methods of algorithm merging for union into a
combined algorithms, reflecting the specificity of the solution in special situations.
The precondition for this is a coincidence of some basic operations of elementary
measuring procedures of PCM algorithms. However, existing methods of algorithm
merging offered by Karp, Lazarev and Piyl’ [141] as well as modification of Karp’s
algorithm [142], using partial matrix algorithm schemes, do not take into account, that
during each combined algorithm execution, interruptions and the subroutine execution
according to the required algorithms of functioning are possible. In the combined
algorithm, it is also necessary to provide an opportunity of work with appropriate
internal (from timer/counters) and external (hardware) interruptions at a limited number
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of interrupt vectors. Therefore, the method using partial matrix algorithm schemes was
modified [143]. Thus, the modified method consists of the following:

1. According to initial block diagrams of two algorithms A and B, having common
operators, partial matrixes ||a;"j|| and ||b;"j||, reflecting relationships of common
operators are constructed. Their elements are represented by the Boolean function
determining conditions of transition from the operator i to the operator j. The
binary variable X is used for the indication of what should be realized from
two variants of the combined algorithm. Let the value ¥ = 1 correspond to the
algorithm A, and the value ¥ = 1 to the algorithm B. The practical realization of
the Boolean variable ¥ is carried out simply enough by the set up or reset of the
use bit.

2. Additional rows, N;;, are included in partial matrixes of algorithms
||al?"j || and ||b;-"j ||. Their elements are represented by Boolean variables determining
the conditions of interrupts subroutines calls during the execution of appropriate
operators of algorithms and reflecting relationships of common interruptions
subroutines. If the interruption during the execution of the ith operator is enabled,
the Boolean variable in this row is equal to ‘l’, otherwise to ‘0’. Dimensions
of partial matrixes of algorithms A and B are equal to ((g + N;;)Na) x ((q +
N;j)Np) accordingly, where ¢ is the number of common operators; N4 and Np
are the number of all operators in algorithms A and B respectively.

3. In view of the additional row the partial matrix ||m;“j || of the combined algorithm
with dimension (g + N;;) x (N4 + Np — q) is constructed

mi; =Y a vy b (7.58)

4. The partial matrix at the third stage is simplified whenever possible by extraction
of the disjunctive equation
(= v f) . and if m}; = (= v f) then m;; = 1 (7.59)

Let’s pass from the final partial matrix to the partial block diagram of the combined
algorithm. Further, accepting that step by step Y =1 and Y} = 1 and adding to the
block diagram the rest parts of the block diagrams of algorithms A and B and we
obtain the full block diagram of the combined algorithm. It is supplemented by condi-
tional operators, whose dependence on the variable X enables or disables interruptions
subroutines by the execution of this or that operator of the merged algorithm and modi-
fies virtual interrupt vectors, thus providing the initialization of the required subroutine.

If united algorithms use different interruptions subroutines of a large size, it is
expedient to merge algorithms of these subroutines with the help of Karp’s modified
method [142].

From the point of view of the theory of sets, the algorithms merging for PCMs of
the frequency and the phase shift can be represented as the union of two sets, one of
which is represented by the intersection of sets of operators of algorithms A and B,
and the second by its symmetric difference:

(ANB)U (AAB) (7.60)



7.6 MODIFIED METHOD OF ALGORITHM MERGING FOR PCMS 177

In its turn:
(AAB) = (A\B) U (B\A) (7.61)

where AAB={x:x€ Aandx € B}, B\A={x:x € Bx e A}.

Now is a good time to give a practical example. Let algorithm A be the algorithm
of the optimum PCM, realizing the frequency-to-code conversion according to the
ratiometric counting method. In its turn, algorithm B is the PCM algorithm for the
phase shift-to-code conversion. The conversion method for the phase shift based on
the determination of the average value ¢, and the average value of the period 7, during
the cycle Teycle

Teyte =n-T,+(0... 7)) =n-T, (7.62)

is used as the PCM basis. Hence, the conversion time is fixed in the certain interval
and multiplied by the period T,. Due to this, the errors of the aliquant of Tgyq. and
the period T, are eliminated. The frequency conversion range is extended down to
infralow frequencies. Time diagrams of this method are shown in Figure 7.17.

Thus, there are the following features of using functional-logic possibilities of the
microcontroller. The pulse counting of the reference frequency fy is carried out by the
timer/counter. Pulses 1, 2 formed by the input shaper, come on the interrupt input INT.
The reference time interval nTj is formed with the help of the program delay, and the
interval Tcyq. by means of logic analysis. Upon ending of the conversion cycle, we
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Figure 7.17 Time diagrams of phase-shift-to-code conversion method
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receive two numbers

N, =" (7.63)
tx — TO .
and
T, -n
Ny, = (7.64)
Ty

The microcontroller calculates the average value of the phase shift according to the
following equation:

N

Tx

Ny = 360 - (7.65)

The coincidence of basic elementary measuring procedures of algorithms A and B
allows algorithm merging. Block diagrams of conversion algorithms for the frequency
and phase shift are shown in Figure 7.18(a) and (b) respectively. Common operators
are shown by identical symbols. Here ¢ =7, n4 =9 and ng = 9.

After execution of the first two stages of the algorithm merging, we obtain the
following partial matrices:

F Fi F» F5 F Fg Fy Fio Fno
Fllo 1.0 0 0o 0 0 0 O
FF|lo o 1.0 0 0 0 0 0
E|lo 0o 0 1 0 0 0 0

gl = F; |0 0 0 P4 P4 0 0O O O (7.66)
FF|lo o o 0o o0 1 0 0 0
FF|lo o 0o 0 0o 0 O 1 0
FollO 0 0 0 0 0 0O 0 1
Nj{f]O 1 0 0 0 0 0 0 0
Fh Fi\ F» F3 Fs F; Fy Fo Fn
Fllo 1.0 0 0o 0 0 0 o0
Frllo o 1 o0 0 0 0 0
FE|lo 0o o0 1 0 0 0 0

1551 = F; |0 0 0 P4 P4 0 0O O O (7.67)
FF|llo o o 0o o0 O 1 0 0
FF|lo o o 0 0 0 0O 1 0
FollO 0 0 0 0 0 0 0 1
N[O 1 0 0 0 0 0 0 0
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The partial matrix of the combined algorithm is the result of the next stage:

Fo Fi P F3 Fs F  F F  Fio Fn Fn
Fo |0 v o0 0 0 0 0 0 0 0 0
Fi ||0 0 vy 0 0 0 0 0 0 0 0
F |0 0 0 vy 0 0 0 0 0 0 0
.. F o 0 0 P4YVPAY Y P4 Y P4 0 O 0 0 0
il =r o o 0 0 0 o S o0 0 o0
F || 0 0 0 0 0 0 0 0 YV 0 o0
Fio || 0 0 0 0 0 0 0 0 0 > %
N |0 v 0 0 0 0 0 0 0 0 0

After replacement of (3. VvY)) and P43 VP4Y = P4 vy = P4 it is possible
to construct the partial block diagram shown in Figure by 7.19 by solid lines. The addi-
tion to the full block diagram of the combined algorithm is shown by the dashed line.

To move on from block diagrams of algorithms to their compact representation by
the logic scheme of algorithms, we obtain for algorithm A (frequency conversion)

1 1
FoF1F, | F3Py 1t FrFsFoFioF12 (END), (7.68)

for algorithm B (phase shift conversion)

1 12 2
FoF1F, | F3Py 1 | FsPs 1 FrF9FioF1 (END) (7.69)

and for the combined algorithm of the multifunctional converter

1 1 23 4 4 5 6 5 62 3 2
FoF\Fy | F3Pyt PsA | F7Pr Y Fy | FoFioPs 1 Fio J(END) | Friw 1) FsPst w1,
(7.70)

where F; is the processing operator; P; is the conditional operator (conditional jump);
w is the unconditional jump operator; (END) is the end operator of the logic scheme
of the algorithm. This modified method of algorithm merging for PCMs has all the
advantages of the modified Karp’s method (the reduction of a number of operations at
all stages due to the manipulation of smaller dimension matrixes), and also eliminates
the inexactness inherent to Karp’s method when a common operator in one algorithm is
the last one, and in the other algorithm it is not. It also provides algorithmic functioning
in conditions of possible interruptions. This method of algorithm merging reduces the
resident memory size of the microcontroller by the realization of the multifunction
converter for frequency-time parameters by two times.

Modified methods of algorithm merging based on partial matrix schemes of algo-
rithms solves the problem of minimization for embedded memory in the smart sensor
microcontroller or the microcontroller core only partially. By the synthesis of processor
algorithms of the PCM there is the accompanying task of memory size minimization
for the realization of algorithms composed from separate parts. With the aim to reduce
the memory size, common parts can be allocated as subroutines S, S, ..., S).

Let V; be the memory size, occupied by the jth common part. For the subroutine
initialization and return from it, it is necessary to execute two instructions: ACALL (or
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Figure 7.19 Block diagram for combined algorithm

LCALL) and RET. The memory size, occupied by the control instruction, is given by
W; = VicaLL + Virer (7.71)

where Vcarv is the part V;;, related to each of programs using S; (the call instruction
for the subroutine CALL), and Vggr is the part V;; that belongs only to the subroutine
S; (the return instruction from the subroutine RET).
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For real memory saving by subroutine allocation, the minimum number n; of subrou-
tine calls §; from any programs from a higher level of hierarchy, is calculated as

n;Vi > Vi; + VicaLnj + Virer (7.72)

From here
n; > [(Vi; + Virer)/(Vij — VicaLL)] (7.73)

If the jth part code of size V; is common for the programs, the number of which
is less than n;, there will not be a gain in memory from the allocation in a subroutine
and it is expedient to include their operators directly in the program body.

Summary

The use of PCMs for frequency-to-code conversion in digital output smart sensors
with embedded microcontrollers reduces hardware, increases reliability, lowers the
time-to-market period by the sensor design due to the reusing of software components
and realizes sensors’ self-adaptive capabilities (software-controlled performances and
functional capabilities) in full.

In its turn, the method of algorithm merging reduces the memory size of the
embedded microcontroller, which also contributes to hardware reduction.
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8

MULTICHANNEL INTELLIGENT
AND VIRTUAL SENSOR
SYSTEMS

In most measuring and control systems, a large number of sensors is connected to a
central computer or a microcontroller. The number of frequency—time-domain sensors
is continuously increasing in different applications of sensor networks. However, the
software interface from the frequency—time domain to the digital domain can be a
complicated design problem.

8.1 One-Channel Sensor Interfacing

A sensor network with multilayer architecture, for example, as shown in Figure 8.1, is
widely used in systems with distributed intelligence like a modern car. The advantage
of such an architecture is that high layers use the information from lower layers and do
not press in detail of the operation of lower layers [144,145]. This proposed architec-
ture realizes some interfacing functions. First, it is a low-level hardware and software
interface (sensor—microcontroller), secondly, it is a high-level controller area network
(CAN) interface that has been developed for automotive applications to replace the
complex cable in cars by a two-wire interface [144].

Some sensors with frequency output can be placed in a high impedance state when
not required. This is useful for applications where input devices share a microcontroller.
As a rule, outputs are microcontroller compatible and designed to drive a standard TTL
or CMOS logic input over a short distance. If lines are greater than 30 cm, then it is
recommended that a shielded cable is used between the microcontroller and the sensor.
Therefore, the design of the hardware interface is solved relatively easily.

With software interfacing, it is necessary to ensure simple circuitry and
design — standardization of the procedure of information interchange taking in to
account the required speed. Parameters such as the quantization error and the processing
time are in mutual inconsistency. There are the following methods of data exchange:
program-controlled, with the use of interruptions (interruption on a vector) and direct
access to memory.

The choice of software interface and the measurement technique in known
traditional solutions depends on the desired resolution and the data-acquisition rate.
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Figure 8.1 Multilayer sensor network architecture

For the maximum data-acquisition rate, period-measurement techniques are used. The
maximum resolution and the accuracy are obtained using the frequency measurement.
In comparison with known approaches, the program-oriented approach achieves
universality. The output of the sensor is physically connected to the microcontroller
input: the input of the timer/counter, the interrupt input or one of the lines of
the input/output port. (The interface productivity depends on the selected type of
connection.) The software interfacing module realizes the frequency (period)-to-
code conversion at a virtual level inside the functional-logical architecture of the
microcontroller. The conversion can be realized, for example, according to the method
of the dependent count.

8.2 Multichannel Sensor Interfacing

Simultaneous multichannel measurements are necessary for connection of some
frequency output sensors to the same microcontroller. The important feature of parallel
information processing from several sensors is the multisequencing of the execution of
elementary measuring procedures. This includes the detection of the internal parallelism
as well as the conversion of sequential algorithms into quaziparallel, accepting the
simultaneous execution of some elementary measuring procedures for implementation
based on standard microcontrollers.

In planning parallel information processing in the microcontroller, it is necessary to
take into account the time diagram. The rigid time diagram of operation superimposes
limitations on the process of multisequencing of information processing and the choice
of the functional-logical architecture of the microcontroller. Main indexes, on which
the quality and efficiency of quaziparallel algorithms are evaluated, are the time and
accuracy of measurement. These parameters are in mutual inconsistency. The method
of the dependent count used for the frequency (period) measurement overcomes this
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inconsistency. As described above, except for high accuracy, the given method ensures
the non-redundant time of the frequency-to-code conversion.

Further description of multichannel sensor interfacing involves an example of an
automobile sensor network, consisting of four sensors of rotation speed with frequency
output. This application is relevant for the automotive antilock braking system (ABS).
It has enhanced vehicle safety on slippery roads [146]. Braking on surfaces with poor
road adhesion is less effective, therefore excessive braking pressure can cause the
wheels to lock. However, this effect leads to serious diminishment of adhesion coupled
with the loss of lateral grip. To avoid this, an electronic system measures the wheel
speeds using rotary speed sensors, and by means of solenoid valves ensures that the
braking pressure is briefly reduced when a value of zero is measured. Based on the
simultaneously registered position of the brake pedal, the intention of the driver can be
determined and the brake pressure built up again accordingly. Where necessary, this
process is repeated. While the first antilock brakes introduced at the end of the 1970s
resembled automatically actuating cadence braking systems, today they are capable of
regulating the wheel with a high degree of precision in a range just prior to the onset
of locking.

A few years ago cars had become computer networks on wheels. The average car
had about $653 worth of electronics and/or electromechanical systems, about 15%
of the total value of the car. Now the average car contains about $950 to $2000
worth of electronics, depending on whether the valuation is based on the cost or the
price. It is estimated that electronics makes up 25 to 30% of a car’s total value [147].
Automotive microsystem applications, especially for antilock braking systems, require
highly reliable parts that can withstand a harsh environment and wide temperature
range. On the other hand, their price should not be excessively high in conditions of
large production volumes.

The reliability of the ABS is determined by the speed of processing of the measuring
information and the solution made by the control system. In other words, the ABS must
work in real time. However, in many ABS, the measurement of the rotation speed is
based on conventional methods of the frequency measurement (standard direct and
indirect counting methods) or on the reciprocal (ratiometric) counting method.

In order to design a reliable and low-cost ABS it is necessary to take into account
three main components of the ABS: the rotation speed sensor, the encoder and the
method of measurement (Figure 8.2) [148]. Let us consider all these components step
by step.

8.2.1 Smart rotation speed sensor

Sensor technology is playing a critical role in the development of new products and
can govern the feasibility of deploying certain systems [149]. Critical sensors involved
are those for sensing the wheel rotation speed [150]. Three types of rotation speed
sensors can be used in the ABS: Hall sensors; the active semiconductor sensor (both
are modulating sensors) and the passive self-generating inductive sensor.

The active semiconductor sensor with frequency output has been selected as the
wheel rotation speed sensor [52]. The rectangular impulse sequence is generated as
the sensor’s output.
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Figure 8.2 Three main components of ABS wheel speed sensing concept

As the rotation speed is connected with the sensor’s output frequency by the
following dependence:
60
Ne = fo- — 8.1)
Z
(where Z is the number of teeth), its amplitude is constant and does not depend on
temperature and direction of the wheel rotation. Such a signal can be used at zero speed,
without any prior processing at the input (filtration, digitization, etc.). The maximum
amplitude of the output signal is determined by the voltage supply (in the case of
a sensor without an input block) or by the supply voltage of this input block. The
sensor is not influenced by run-out and external magnetic fields in comparison with
Hall sensors. With Hall sensors, it is also necessary to take into account the availability
of the initial level of the output signal between electrodes of the Hall’s element by
absence of the magnetic field and its drift. It is especially characteristic for a broad
temperature range, defined by the road climatic conditions of various countries.
The main performances of the active semiconductor sensor are:

the 50% duty cycle

e the non-contact operation in a heavy duty environment
e 10 magnet
e any metallic target: steel, copper, brass, aluminium, nickel and iron.

The active inductive microsensor [55] is another suitable sensor. The sensor offers a
combination of interesting features, such as position, speed and direction information.
It is composed of two silicon chips, one for the integrated microcoil and the other for
the integrated interface circuit.

Oscillograms of the sensor’s output signals are shown in Figures 8.3—8.5. It corre-
sponds to the sensor operation for 200, 1500 and 3000 rpm accordingly. The supply
voltage for the sensor was +12 V. The sensor has demonstrated the steady operation
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Figure 8.3 Oscillogram of sensor’s output at ~200 rpm (1 V/div and 2 ms/div)

Figure 8.4 Oscillogram of sensor’s output at ~1500 rpm (1 V/div and 0.2 ms/div)

during change of the supply voltage from +5.7 up to 430 V. All measurements were
carried out with a working air gap of 1.5 mm.

8.2.2 Encoder

The use of Hall sensors and special encoders in ABS increases the cost of the system,
especially for four wheels because such encoders consist of polarized magnet parts. Due
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Figure 8.5 Oscillogram of sensor’s output at ~3000 rpm (1 V/div and 0.2 ms/div)

to the use of the active semiconductor wheel speed inductive sensor, the encoder for
the proposed sensor microsystem does not require complex construction with oriented
magnetic particles. The encoder can be made from cheaper material, for example, soft
steel.

Geometrical teeth sizes of the encoder and one of the possible orientations are shown
in Figure 8.6 and mild steel encoders in Figure 8.7. Some variations of geometrical
teeth sizes and the orientation are possible.

8.2.3 Self-adaptive method for rotation speed measurements

The described ABS is based on the method of the dependent count (the method with
a non-redundant reference time interval) in which simultaneous synchronous-cyclic
frequency measurement of sensor signals is carried out. This frequency is proportional
to the rotation speed of the wheels. The measurement time for this method is the
minimum possible. The quantization error as well as the measurement time practically

2mm

7mm

2mm

2mm 3mm

Figure 8.6 Teeth geometry for still encoder
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Figure 8.7 Mild steel encoders

depend neither on rotation speed nor exceed the above given values. Therefore, the
sampling rate of the output signal from the sensor ensures the arrival of information
in all four channels in real time.

Let us determine this sampling rate. Let the automobile drive at a speed of 240 km/h,
i.e. 67 m/s, and the time of measurement should not exceed 0.1 s (i.e. for this time
the automobile will drive no more than 8.7 m at maximum speed). Let us define the
quantization time having set the relative error of measurement from 0.05% to 0.5%
and the reference frequency fy = 1/7y = 1 MHz:

T=(1—2)-T0N=(1...2)?, (8.2)
where N is the minimum number of impulses, which should pass to the reference
frequency counter according to the necessary relative error §. This time interval will
vary within the limits 2—4 ms at § = 0.05% and 0.2-0.4 ms at § = 0.5%. When
fo =10 MHz this time can be reduced 10 times. Therefore, during 0.1 s 25-50
measurements per second at § = 0.05% and 250-500 at § = 0.5% will be carried out.

Therefore, the four-channel frequency-to-code conversion of the ABS control block
will execute simultaneous synchronous frequency measurements in real time. The high
sampling rate of the signal reduces the specific measurement time to 0.1 s without
decrease in accuracy.

Other possibilities, e.g. the automatic choice of the reference time interval depending
on the given error of measurement, require an advanced ABS algorithm. Whereas
speed is one of the major ABS performances, the required error of measurement can
be selected by the microcontroller depending on the current rotation speed due to the
adaptive possibilities of the method. It increases the speed by measuring of critical
rotation speeds.

The measurement system will also function successfully in the absence of wheel slip
and the rotation speed can vary in a wide range: from zero speed up to a maximum.
The essential advantage of this method is the possibility of digital measurement of
acceleration with similar high accuracy and without extra circuitry. It opens the possi-
bility of using the control method not only for speed, but also for acceleration of
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rotation as well as the combined control method. There are opportunities to develop
the modern high-end ABS for future needs. For example, road hazards may cause the
ABS to function unexpectedly. Using the proposed approach, ABS will compensate
for road conditions or poor judgement.

Due to the minimal possible circuitry necessary for the sensor output processing,
the metering microcontroller core can be easily embedded into the microsystem. The
next step of the microsystem creation is integration of the microcontroller core with
necessary peripherals into the system design. The most preferable microcontrollers for
connection of four rotating speed sensors with frequency outputs are microcontrollers
that have four or more external interrupts and two timers/counters. Microcontrollers
of the MSP430 family (Texas Instruments) and some microcontrollers of the MCS-51
family (Intel), for example, 8XC51 GB are suitable.

8.2.4 Sensor interfacing

Four measuring channels are subdivided conditionally into two group pairwise chan-
nels. This enables rational planning of multisequencing of the algorithm for multi-
channel measurement and effective utilization of features of the microcontroller’s
functional-logical architecture. Each of the two groups functions identically. Time
diagrams of the parallel measurement of frequencies of two sensors from one of the
groups are shown in Figure 8.8.

Let’s consider the operation of one of the groups in more detail. Let the frequency be
fx1 > fy2. The multichannel method of measurement is realized in the following way.
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Figure 8.8 Time diagram of two-channel simultaneous measurement
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Impulses of both frequencies are calculated by interrupts. The internal clock reference
frequency (fop = Fosc/12, where Fo is the clock frequency of the microcontroller)
is calculated with the help of the built-in timer/counter. The number N; is written
beforehand into the register of the timer/counter. It is determined by the required
accuracy of the measurement N5 = 1/6, where § is the relative quantization error. With
the arrival of an impulse of the smaller frequency (time moment ¢#,) the timer/counter
begins to form the reference time interval, which is determined by the number Nj.
Impulses of frequency fy, are calculated in parallel. At the time moment, when the
forming of the reference time interval determined by the number N; has completed,
at the moment of the arrival of the following impulse of frequency f,, the count of
impulses of sequences with frequencies fy, and f; in the first channel finishes (the
time interval #3). The number AN x is fixed in the timer/counter after its overflow or in
one of the microcontroller’s registers. In parallel to the forming of the time diagram of
measurement for the first channel, the time diagram for the second channel is formed.

The measurement in the second channel begins with the arrival of the impulse of the
greater frequency f,, (time moment #,). However, in this moment the timer/counter
has already formed part of the reference time interval (between the moment #; and t,),
determined by the number A Ny,. This number is read out from the timer’s register and
is stored at the beginning of measurements (the time moment #,) in the second channel
with the purpose of consequent correction. After counting the specific number Ny in
the first channel the number A Ny, will be written into the timer/counter allowing the
same number to be counted in the second channel. Then up to the time moment #3
the number AN, — ANy, is calculated, and up to the moment #4 the number AN,; is
calculated. The result of the measurement in each of the channels is calculated from:

Nx1

= 8.3

Fa Ns + AN, fo (8.3)
ny2

=2 8.4

fa2 Ns + ANy, fo 8.4

where the n,|, ny, are the integer numbers of impulses with frequencies fy|, fi2
calculated by the interrupts.

The measurement time for each of the channels is always equal to an integer of the
periods of measurand signals:

ny;  Ns+ ANy

1= — (8.5)
' fxl fO
Nx2 NB + ANxZ
fop = —— =2 — % (8.6)
T fa fo
Relative quantization errors for each of the channels are calculated as:
8 = ! 8.7
' N+ ANy '
8 = ! (8.8)
7 Ns+ AN, '

These errors do not exceed the specified relative error §. Thus, the hardware multi-
channel sensor interfacing will be realized with the help of four external interrupts
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and two built-in timers/counters. The low-level software interface and simultaneous
measurement with the measurement non-redundant time and the constant error in all
specified measuring ranges of frequencies will be realized with the help of the program-
oriented method of measurement. The measuring channel will be realized an the virtual
level inside the functional-logical architecture of the microcontroller.

This solution of sensor interfacing can be used in the high-end (Figure 8.9) and
the mid-range (Figure 8.10) antilock braking system in an automotive application. The
centralized architecture with one microcontroller can be used for the low-cost (four
wheels) mid-range ABS. The multilayer architecture is suitable for the high-end ABS
with four microcontrollers and one computer. In this case, the sensor element, the
embedded microcontroller and the circuitry for the CAN interface are realized as a
sensor microsystem (one for each wheel).

Computer

8

CAN communication channel

ol
S 9 9 9

Rotation speed sensors

Figure 8.9 Multisensor architecture for high-end ABS

One-chip microcontroller

vy ¢ 9 &

Rotation speed sensors

Figure 8.10 Multisensor architecture for mid-range ABS
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The following advantages of the rotation speed measurement concept are achieved:

e cost reduction
e more simple and cheaper encoders

e possible to be used in all modern wheel and sensor assemblies and realized in many
variations

e ceconomic performance (greater efficiency in the ratio productivity/manu-
facturability/cost)

e high metrological reliability by miniaturization, weight saving and zero speed capa-
bility, and, consequently, increased car safety

e possible to use the advanced ABS algorithm.

8.3 Multichannel Adaptive Sensor System with
Space-Division Channelling

The automatization of complex processes and scientific research requires the develop-
ment of multichannel reliable sensor systems with high performances and functional
capabilities, working in real time. It is especially important when such systems are
unique sources of objective and complete information. The main requirements for
modern sensor systems are the following:

1. High software-controlled accuracy, for industrial and scientific (precise) measure-
ments, and its constant values in a wide dynamic frequency range.

2. The non-redundant time for frequency-to-code conversion by the software-given
relative error of conversion.

3. The multichannellness of systems with time and, especially, with space separation
of channels for simultaneous conversion in all channels.

High speed and noise immunity for transmissions of signals.
High reliability, including metrological, by simple circuit realization.
Total automatization and various kinds of adaptation.

Possibilities for functional and structural tuning.

® =N s

Self-checking and self-testing.

To achieve all the above listed requirements in one sensor system is very difficult,
and results in a high degree of complexity. Also many requirements are inconsistent,
and sometimes, mutually exclusive.

A possible smart sensor system can be based on centralized and decentralized prin-
ciples, with the use of local information-controlled subsystems, software-controlled
number of channels, regimes of data transmission (cyclic, sporadic, on call); with
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backward channels or without etc. The frequency—time-domain signal is used as the
informative signal parameter.

The method of the dependent count for the frequency (period)-to-code conversion
with software and the hardware—software realization can be successfully used in such
a sensor system. For transmission of digital signals, the method of the digit-by-digit
phase manipulation can be used. The sensor system consists of two main modules:
the software-controlled multichannel module for data acquisition and the processing of
primary information with the space and/or time separation of frequency channels; and
the module for transmission of digital signals.

The first module is based on the non-traditional method of simultaneous acquisition
and processing of frequency measuring signals for n channels. This method makes
available the execution of the physical and algorithmic measuring procedures with
software-controlled accuracy. It provides fast processing in a wide dynamic range from
low to high frequencies, exceeding the reference frequency. The speed is the greatest
possible because the time for conversion and the digital processing are non-redundant
for the whole frequency range. It is determined by the given accuracy and is auto-
matically established during the conversion, and does not depend on frequencies and
numbers of channels. The proposed method differs from conventional DSP methods,
where it is necessary to complete a large number of calculations in real time.

One possible way of realization of the new method for multichannel simultaneous
processing of frequency signals is shown in Figure 8.11. The system contains a micro-
controller, n blocks for the Dirichlet window forming according to the method of the
dependent count (BFDW), the digital multiplexer (MX), channel memory registers
(MR) with strobing inputs Ci, the synchronization block of conversion and processing
(SCP), the logic element OR and the binary encoder (CD) for channel numbers in
order to control the MX [151].

Modules BFDW are identical for any n channels. The BFDW is shown in
Figure 8.12. It consists of two logic elements AND, two D-triggers and the counter
CT. Input pulses f; through the AND; arrive on the decrement count input of the CT.
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Figure 8.11 Circuit diagram of sensor system with space-division channelling
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Figure 8.12 Circuit diagram of block for dirichlet window forming

The counter capacity m must be calculated according to the following formula:

m::entpgz(k-n-N;-f?“>}, (8.9)

0

where k = 2-3 is the factor determined by those tasks, which are executed by the
microcontroller by the processing of the multichannel frequency signal (numerical
processing of results of previous conversions, functional control, etc.); N; is the number
of clock cycles for the interrupt subroutine execution according to the interrupt vector;
Sfmax 1s the maximum possible frequency in any from n channels. It can be more or
less than fj.

During the pulse count, the counter CT is periodically overflowed, which causes the
interrupt. The interrupt routine executes the dynamic frequency-to-code conversion and
requires N; clock cycles, according to Equation (8.9). Before the start of the frequency-
to-code conversion with the given relative error 8, the microcontroller calculates the
number N = 1/§, which can be decomposed into the linear combination:

N =N, +N;-2", (8.10)

where m is the counter capacity. N, are recorded in the counter for each channel, and
N; are stored in the microcontroller’s memory. The input frequency signal f,;, signals
CONTROL and WRITE enter the block SCP.

According to results of the previous processing, the SCP determines the minimum
input frequency, on which the measuring conversion will begin. Signals INT;, which
will hinder the triggers turn on to ‘1’ by the counter reset are simultaneously set
up. After the signal RESET elements AND are opened through the element OR and
triggers in each channel are set up into ‘0’ by the first pulses of input frequencies. After
this preparation, the measuring conversion according to the method of the dependent
count will be started immediately. The microcontroller forms the signal WRITE and the
block SCP forms the signal, on which triggers are switched on. Elements AND are thus
opened and pulses of frequencies f; enter the counters. At each reset, interrupts INT;,
are formed and the timer/counter decrements the numbers N; that were recorded into
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the microcontroller beforehand and checks the equality to zero. So, the decomposition
of the pulse count into the software and hardware in the ith counter is realized. It
is obvious, that the hardware-software counter will be reset first in that channel, the
input of which the higher frequency will arrive (it has taken place in the first channel).
The microcontroller then removes the signal INT; on the D-triggers T, input and
consequently at the next counter reset this trigger will be set up to ‘1’. The logical
element AND, in the ith channel is closed, and similar logical elements of other
channels are opened through the element OR. Simultaneously the encoder forms the
code of the address on the multiplexer’s inputs so, that the digital code from the Q-
output of the counter of the zeroized channel arrives on D-inputs of registers MR.
As far as the assumption made before the logical element AND; is closed, the pulse
count of the frequency fy; in the first channel will be continued up to the ending of
measuring conversions in the rest of the channels.

In these channels according to the method of the dependent count, the first pulse
of the input frequency, which feeds in the counter after the reset in the first channel,
through the element AND; resets to the initial condition the D-trigger T, and the
frequency-to-code conversion in this channel is stopped up to the next measuring
cycle. Thus, the pulse will be coming on the strobe input of the ith register. This
pulse rewrites the current code into the register from Q-outputs of the counter CT, as
well as the request on interruption from the output of the trigger T, which testifies
the ending of the conversion in the ith channel. Thus, after ending the pulse count in
all channels, except the first one, the microcontroller generates the signal RESET and
the signal INT, again, which sets up the trigger T, to ‘0’. The signal RESET through
the element OR and the opened element AND, reset the trigger T, to ‘0’. Then, the
element AND; will be closed and the pulse count of the frequency f; is complete.

Codes of remainders from subtraction of the number of pulses N; of the input
frequency of the ith channel from the initial number N = 1/§, which was written
before will be in hardware-software counters:

N =N —N,, (8.11)

where N/ is the number of pulses in the counters of the ith channel at the moment
of measuring conversion ending. In its turn, in the ith register, the codes R;, will be
written. These are remainders from subtraction of the pulse number R; of the maximal
frequency from the initial number N during the time interval forming in the BFDW
of the ith channels, i.e.

R, =N — R, (8.12)

Pulses generated by BFDW guarantee the integer number N; of periods T; of the input
frequency fy; = 1/T,; in the ith channel. Due to this, the time interval 7' is multiple
to the period T,;. The methodical quantization error is excluded in all channels with
frequencies less than fy;. Therefore, the following equation is true with the absolute
maximum quantization error A,:

Ni/fi = Ri/fi (8.13)

The relative quantization error is the same as in the one-channel frequency-to-code
converter, according to the method of the dependent count §, <& =1/N.
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The cycle duration for the signal processing of all frequency signals is determined by
the duration of conversion for the maximum frequency to code, equals 77(N + AN)
and the processing of Tprocessing for measuring codes of all channels.

Such a method for multichannel acquisition and processing of frequency signals
simultaneously in all channels opens the way for the design of new simple and highly
reliable multichannel sensor systems for precise measurements with software-controlled
performances and functional facilities. On the basis, it is possible to create multichannel
digital sensors for different physical and chemical values and consequently, sensor
networks for transmission of the digital information.

8.4 Multichannel Sensor Systems with Time-Division
Channelling

One possible variant of the multichannel data acquisition system with time-division
channelling for temperature frequency output sensors is shown in Figure 8.13.

The converter’s structure depends on the conversion method used, which should
provide high metrological characteristics. In this device the method of the dependent
count, which provides the software-controlled polling alongside the time-shared cyclic,
was used. Thus, the time of measurement 7ieasurement d0€S not exceed the value

Tineasurement = Nq : (1 + Ak)TO (814)

where N, is the parameter determined by the given quantization error 6, = 1/N,; Ak
is the variable, with value in limits 0 <= Ak < 1.

The device works as follows. At the signal ‘Start’ the microcontroller chooses the
number of the channel Ny; of the converted frequency f,; and determines the parameter
Nj, according to the given quantization error. At signals ‘Setting Up’ (a, b) triggers
T>, T3 and the counter CT, are nulled. The complement of the number N;, is put
into the counter CT. The first pulse of the frequency f;; on the multiplexer’s MX
output, sets by its wavetail the trigger T, to ‘1’ through the logical element AND,.
The enable signal from the trigger opens elements AND4 and ANDs, and counters
CT; and CT,; start the pulse counting of the reference f, and converted frequencies
accordingly. When the number of pulses of the frequency fj is compared to the number
N4, the signal from the counter’s output CT; sets up the trigger T3 to the ‘1°. The
logical ‘1’ from the trigger’s output opens the logical element AND3, and the wavetail
of the next pulse of frequency resets the trigger T>. Thus, numbers Ny, and Ny
are accumulated in counters CT; and CT, accordingly. Having ended the processing
of results of measurement in the (i — 1) channel, the microcontroller repeats the
described cycle of measurements in the (i + 1)™ channel.

The result of the previous measurement, carried out in parallel with conversion,
consists in the temperature determination according to the frequency f,; for the
ith temperature-to-frequency converter and correction of results. Thus the following
equations are used:

Nf()l' = N;’Oi + Nm; (815)

= L0 i, (8.16)
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Figure 8.13 Multichannel sensor systems with time-division channelling

°C = K; - fu, (8.17)

where Nyo; is the number of pulses of the reference frequency; K; is the factor deter-
mined as the result of the correction subroutine execution. Its value depends on the
sensor type, the measuring converter, the method of correction and the part of a sensor
characteristic within the limits of which there is the required value of temperature.

The industrial data acquisition system based on the described principle is six-channel
and intended for temperature measurement in the range 0—500 °C in zones of material
and press form heating of the moulding press in the technological process of plastic
production. The relative error of the frequency measurement by the reference frequency
fo=1MHz and f;n.x = 6 kHz is equal to 0.05% in all dynamic ranges. This error
can be reduced if necessary.
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8.5 Multiparameters Sensors

Modern microelectromechanical and semiconductor technologies enable the integra-
tion of microelectronics circuits and multifunctional sensor arrays fabricated on silicon
substrates for detecting different kinds of chemical and physical parameters. Such
sensors are called multiparameters sensors and represent a single construction, and
detect a set of physical or chemical quantities, concentrated in a small, local area. It is
not a simple unit of one-functional sensors, but rather its structurally advanced combi-
nation is created with the aim to reduce the chip area and share the use of the digital
or quasi-digital output, etc. Advanced sensors for detecting simultaneously various
parameters such as temperature, pressure, gas and vapour concentration, odour, accel-
eration, inertia, electric and magnetic fields, etc. can generate frequency—time-domain
output signals carrying the information provided by sensing elements. Modern silicon
technologies offer many advantages for the design of multifunctional (multiparame-
ters) smart sensors. It is expedient to have multisensor arrays in electronic noses and
tongues as well as in medical implemented sensors; for temperature, pressure and
humidity detection in one multiparameters sensor for different environmental tests and
a very broad range of applications (e.g. biotechnological, food industry, etc.).

If the frequency in some channels has linear functional dependence on several
measurands such parameters influencing the multiparameter frequency sensors are
calculated by special algorithms, for example, described in [152]. For example, in the
case of two-parameters frequency sensor, there are the following straight-line conver-
sion characteristics:

(8.18)

Fuy=ay+bx
Fuo = axy + byx,

where ay, ap, by, by are the factors of sensitivity; x, y are detecting parameters. For
the determination of x and y the following calculation algorithm should be used:

y=T-Fi—T,-F, =N — N,

(8.19)
x=-T3-F1+T4- F,b = —N3+ Ny,
where
= sl i A g b
1=y h=3rh=3h=71A=a-h-a-b

This calculation can be realized by any microcontroller or the DPS microprocessor.

In general, signal processing and conversion for multiparameters sensor signals are
similar to the processing used in multisensor systems.

One example of multiparameters sensors is the MPS-D sensor from SEBA Hydrome-
trie GmbH for the simultaneous measurement of six parameters: pH value, redox poten-
tial, conductivity, temperature, water level and dissolved oxygen [153]. The sensor has
a digital output for connection to the data logger MDS (RS-232), directly to the PC,
or to data transmission units (modem, radio-modem, etc.).

8.6 Virtual Instrumentation for Smart Sensors

The processing and interpretation of information arriving from the outside is one of
the main tasks of data acquisition (DAQ) systems and measuring instruments on a
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PC basis. As a result, the problem of adequate interfacing of various frequency—time-
domain (quasi-digital) sensors with the PC for data acquisition arises for developers
and users of any DAQ system [154].

This essentially facilitates the task of the interface design, which should be able to
mimic traditional instruments to provide easy-to-use conventional understanding for
non-experts [155]. That is, all the beneficial features of a PC, such as the programma-
bility, the digital processing and storage capabilities are accessible to the user. A
solution of these problems can be found by utilizing a personal computer to control
smart sensors via special hardware and by interfacing with the user via a custom-built
graphical user interface. The data acquisition hardware must have many digital input
lines, entirely reconfigurable under the software control. As this system was developed,
it effectively became a virtual instrument dedicated to the development of smart sensor
systems.

It is known that the ‘DAQ hardware without the software is useless— and the DAQ
hardware with the poor software is almost as useless’ [7]. It is especially true for today,
when the obvious lag of algorithms and the software development from the progress
in microelectronics is observed.

There has been a great deal of progress during the last decade in the develop-
ment of virtual measurement technology. As a result, nowadays we have the so-called
virtual instrumentation revolution [156]. Appreciable progress is also observed in the
area of microcontroller-based intelligent measuring instruments. Such instruments have
graphical displays and embedded microcontrollers 386EX (Intel). This microcontroller
permits computing capabilities comparable with the power of the general-purpose
PC computer. Printing and storing data via the RS-232/485 or IEEE-488 interfaces
and the software to download the acquired data and screens from or to an MS-DOS
or Windows compatible computer for further processing permit such instruments to
be easily integrated in computer-based measuring systems. Thus, the technological
progress in microelectronics and the specialized software environment means that
the distinction between the virtual instrument, intelligent measuring instruments and
measuring systems with the graphical user interface (GUI) becomes slightly fuzzy.

Though virtual instruments (VI) have been used in modern instrumentation since
the mid-1980’s, nevertheless, the generally accepted terminology related to the virtual
instrumentation does not exist as noted in [157]. Two manufacturers, Hewlett-Packard
and National Instruments form the USA, introduced virtual instruments for the first time
into the market. There are two definitions of virtual instruments proposed by them.

According to National Instruments [7,156], ‘Virtual Instrument— (1) A combination
of hardware and/or software elements, typically used with a PC, that has the function-
ality of a classic stand-alone instrument; (2) A LabVIEW software module (VI), which
consists of a front panel user interface and a block diagram program’.

According to Hewlett-Packard [158], the capability of using of graphical software
and a personal computer for the processing and displaying of measurement results has
been referred to as ‘virtual instrumentation’. This term can be used to describe the
following four areas: an instrument system as a VI; software graphical panels as a VI;
graphical programming technique as VI; reconfigurable building block as VI.

The existing definitions of a virtual instrument, proposed by National Instruments and
Hewlett-Packard are rather broad and include measuring systems with GUI. Other defi-
nitions, for example [159], cover only internal plug-in data acquisition boards. Besides,



8.6 VIRTUAL INSTRUMENTATION FOR SMART SENSORS 201

the part (2) of the National Instruments’ definition includes only the LabVIEW soft-
ware module. However, virtual instruments can be successfully realized with the help
of ComponentWorks or LabWindows/CVI software from National Instruments. The
strictest and the most successful virtual instrument definition was formulated in [157]:
“The Virtual Instrument can be described as an instrument composed of a general-
purpose computer equipped with cost-effective measurement hardware blocks (internal
and/or external) and software, that perform functions of a traditional instrument deter-
mined both by hardware and software, and operated by means of specialized graphics
on the computer screen’.

The author of this definition proposes to interpret this definition in a strict sense. It
means that the equipment can be qualified as a virtual instrument, when its hardware
part and software part cannot operate separately as a measuring instrument. Then the
software creates a new metrological quality — creates a new measuring function. Such
an interpretation enables one to differentiate a virtual instrument from a measuring
system with a GUL

However, in our opinion, it has one defect, i.e. the unwieldiness. Such a definition as
a distinction from that offered early, differentiates a virtual instrument from a measuring
system with a GUI, because it means that the hardware part and software part cannot
operate separately as a measuring instrument. In our opinion, the last phrase is the
key. However, it has not been included in the definition, though it is met in the text
repeatedly [157]. Besides, today’s measuring science includes such new conceptions
as the ‘virtual measuring channel’ and ‘program-oriented methods of measurement’.

With allowance, the proposed ‘mathematical’ definition of a virtual instrument can
be formulated as [160]:

‘The necessary condition of the VI existing is the software realization of the user inter-
face, performed by the general-purpose computer and the sufficient condition is that the
hardware and the software part of the VI do not exist separately as an instrument.’

According to [155] ‘in the present context ‘virtual instruments for intelligent sensors’
imply the utilization of microcomputers with the special hardware and software in
development, in production and in field control, test and calibration of an intelligent
sensor’.

8.6.1 Set of the basic models for measuring instruments

It is known that a typical measurement channel includes three main parts:

e input data acquisition
e data processing
e output data presentation (user interface).

As shown in [157] methods of each function of realization of the measuring channel
permit us to classify a measuring instrument as a traditional, virtual or measuring
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system with a GUI Three types of the realization can be described as the following:

Ry = F\(H) + I2(H) + F3(H) = T1 (8.20)
Ry = Fi\(H)+ F(H) + F5(S) = MS/V1 (8.21)
Ry = Fi(H)+ F(S) + F5(S) = VI (8.22)

where F) is the function of the data acquisition; F, is the function of the data
processing; F3 is the function of the user interface; S and H are the software and hard-
ware realization respectively; T'I is the traditional instrument; M S is the measuring
system with GUI; VI is the virtual instrument.

However, it is not a complete set of basic models for measuring instruments. Let
us consider some others. Let S be software in a broad sense, including programs for
the general-purpose computer as well as software for embedded microprocessors and
microcontrollers. Then three following models correspond to traditional instruments
based on microprocessors or microcontrollers:

Rip = Fi(H) + F»(S) + F5(H) (8.23)
Rig = F1(S) + F»(S) + F5(H) (8.24)
Ric = Fi(S) + F>(H) + F5(H) (8.25)

Equation (8.23) describes typical microprocessor instruments of the first generation, in
which the microprocessor or the microcontroller executes only calculation functions
for processing of the results. It is not the MS/VI, because in this case we have neither
the software-based GUI, nor the virtual instrument.

The following two realizations (8.24) and (8.25) ask for attention. Equation (8.24)
is true for the microcontroller or the microprocessor based measuring instruments of
the new generation. In this case, the microcontroller or the microprocessor is used not
only for calculation and control functions, but also for the realization of the measuring
channel at the virtual level inside the functional-logical architecture. It means, that
the A/D conversion is executed by the software. In this case, we have the so-called
virtual measuring channel. It is built at the virtual level, inside the programmable
computing power. In this case, the software can create a new metrological quality and
new measuring functions. Apart from the frequency measurement, it is also possible
to realize the measurement of the period, the pulse/pause duration, the period-to-pulse
duration ratio and the duty-cycle without additional hardware and connections between
the elements.

Microcontroller-based measuring instruments have the same features and advantages
as the VI:

e software is the key
e low cost
e reusability

e flexible functionality.
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In Equation (8.25) the data processing is performed by the hardware, that is neces-
sary, for example, for the an increase in speed of arithmetic operations, connected with
the processing of results, the Fourier transformation etc. In this case, the data processing
is executed by functional expanders of microprocessor systems, the hardware ALU or
CO-Processors.

In Equation (8.26), the data acquisition and the interface function (F} and F3) are
implemented by the software, the data processing (F,) by the hardware:

Roa = F1(S) + F2(H) + F3(S5) (8.26)

This realization can be related to a virtual instrument or a measuring system with GUI,
composed of the modern microcontroller-based measuring instruments.
Equation (8.27) also results in the same conclusion:

R3p = F1(S) + F>(S) + F5(S) (8.27)

In these cases the measuring instrument can be qualified as a VI, when its hardware
part and software part cannot operate separately as measuring instruments.

With allowance for that discussed above, the complete set of base models can be
shown as:

R\ = Fi(H) + F,(H) + F5(H)
Rix = Fi(H) + Fx(8) + F(H) | _ 1)
Rig = Fi(S) + F2(S) + F3(H)
Ric = F1(S)+ F,(H) + F3(H) 8.28)
Ry, = Fi(H) + Fy(H) + F5(S) '
Roa = Fi(S) + F>r(H) + F5(S)
Ry = F\(H) + F>(S) + Fy(s) [ = MS/V1
R3a = F1(S) + F2(S) + F5(S)

where realizations R; with alphanumeric indexes are the proposed models, adding
to the existing set of base models. This complete set of base models of realizations
for measuring instruments covers all instruments: the virtual instrument, traditional
and microcontroller based intelligent measuring instruments, measuring systems and
measuring instruments based on the hardwired logic.

Let us consider some examples of virtual instruments. First a virtual instrument for
temperature measurements. It works with the smart temperature sensor SMT160-30
from SMARTEC [24]. This sensor has a duty-cycle output. The virtual thermometer
is based on the virtual measuring channel. Therefore, the hardware is the minimum
possible. All circuitry can be embedded into the COM or LPT-port connector. The
block diagram of the sensor interfacing is shown in Figure 8.14.

Owing to the low-level software, the virtual channel is realized inside the micro-
controller. One possible realizations is based on the 24-pin microcontroller Atmel
AT89C2051, compatible with the MCS-51 microcontroller family (Intel). The duty-
cycle-to-code conversion is carried out at a virtual level inside the microcontroller.
In order to reach the high conversion speed, quasi-pipelining data processing is used
in the microcontroller. In other words, the measurement, the calculation and the code
conversion for transmission by the I/O interface are combined in time.

The graphical user interface is realized with the help of high-level software. The
actual work was done using the software package ComponentWorks V2.0 [156], a
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Program-
oriented method \Y|
of measurement user interface

Figure 8.14 Block diagram of sensor interfacing

32-bit ActiveX (OLE) control for the test building and measurement, the analysis,
and presentation systems in MS Visual Basic 6.0 environment. The screen display of
one possible graphical user interface is shown in Figure 8.15. Controls allow the user
to choose the accuracy (quantization error) or the time of measurement, informative
parameters of the sensor and units. Each press of the ‘Start’ button on the front panel
causes the beginning of the measuring cycle. The high-level PC software reads the

data from the serial port and puts them in a file for consequent processing.
Technical performances are the following:

e temperature range, °C—45...+130

e absolute accuracy, °C 0.7
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